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The common definition of entropy is that it represents some quantifier of disorder. In classical physics, the
entropy of a physical system is proportional to the quantity of energy no longer available to do physical
work. In dynamical systems analysis it usually refers to the rate at which signal loses or gains information. In
information theory it directly measures the information in a signal. The information can be seen as a number
of possible states a system can take [1,2].

In this talk the description of the dynamics of the Brownian particle moving in the periodic potential [3] from
the point of view of the information theory [2] will be address. Wewill discuss the role of the external forces as
a source of disorder and regularities for the global dynamics and examine key time scales at which a maximum
insight into the stochastic dynamics can be expected. The results of Shannon, Spectral and approximate
entropies will be presented and compared.
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