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General Problem

@tO(t) = i[H,O(t)]
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O(t) = eiHt
O(0)e�iHt
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i@t | (t)i = H | (t)i
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Generically, a “simple” operator           “grows” and becomes “complex” 
(in operator space)

O(0)
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Generically, a “simple” reference quantum state              “spreads” and becomes 
“complex” (in Hilbert space)

| (0)i
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How to quantify this Quantum Complexity?

Unitary evolution of states or operators (QM or QFT):



Motivation/Intuition:

Common lore: the more “chaotic” H, the faster the operator grows. 

O(t) = e
iHt

O(0)e�iHt = O(0) + it[H,O(0)] +
(it)2

2
[H, [H,O(0)]] + ...
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E.g. 
H =

X

i

(Zi · Zi+1 +BxXi +BzZi)
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O(0) = X1
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Operator Space
Inspiration: random unitary circuits.
I Keyserlingk, Rakovszky, Pollmann, Sondhi, 2017; Nahum, Vijay, Haah, 2017.
I Khemani, Vishwanath, Huse, 2017.

Consider a spin-1/2 system in d-dimensions with translation invariance.

H =
ÿ

xœZd

hx .

We abstract to the space of operators.
operators are “rounded” kets |O)

an example is |O) = X1 ¢ Y2 ¢ Z3 + 0.3Y1 ¢ X2

the inner product is (A|B) := Tr[A†B]/ Tr[1]
the Liouvillian generalizes the Hamiltonian L = [H, ·].
time-evolution from Heisenberg EOM ≠i d |O)

dt = L |O) .

solution |O(t)) = eiLt
|O)

x

t

O(t = 0)

O(t)

Operator growth: an example
Chaotic Ising model

O = X1
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L = [H, ⇤]
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Liouvillian
H =

X

i

(Zi · Zi+1 +BxXi +BzZi)
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O(t) = X1 � 2t(Y1 · Z2 +BzY1)
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�2t2(BxY1 · Y2 �BxBzZ1 �BxZ1 · Z2 + 2BzX1 · Z2 +B2
zX1 +X1 · Z2

2 )
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2

6

13
+t3(...........)
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How to quantify this: A universal definition of the operator size/complexity?

Physics: Definition of Quantum Chaos? ETH, thermalisation…?



Time-evolved Thermofield-Double state

[Hartman&Maldacena ’13] (2d CFT)

BH (ERB) continues to grow with t but entanglement entropy saturates (“not enough”)
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t
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0.4
0.6
0.8
1.0
SA

(a) Low effective temperature, κ2 = 1

1 2 3 4 5
t

1
2
3
4
5
6
SA

(b) High effective temperature, κ2 = 0.2

Figure 1: Entanglement entropy growth of an interval(r=5) in CC state.

which has also been calculated using BCFT techniques in [6].
It would be interesting to check the monotonicity of EE growth in gCC states. Unfor-

tunately, even for the free fermions with explicit twist operators, the entanglement entropy
in gCC state with W4 charge cannot be explicitly calculated. The bilinear fermionic W4(w)
current when bosonized gives φ4 terms[10], so the bosonized theory is an intereacting theory.

7 Non-Monotonic EE Growth and Dynamical Phase
Transition

Although we could not calculate EE in gCC state with W4 charge of the fermionic bilinear
W4 current, we can still calculate entanglement entropy explicitly with the fermionic charge
corresponding to the bosonic charge W4(w) =

∑

k |k|3d
†
kdk, where d†k and dk are the bosonic

annihilation and creation operators. As mentioned above, the zero modes do not play any
role. Refermionization of the bosonic bilinear W4 is done in Appendix F.5 So, the fermionic
state that we are considering is

|Ψ〉 = e−κ2Hf−κ4W̃4|Df〉 (90)

where the expression for W̃4 is given in (137).
Again, the Rényi and entanglement entropies are given by the expression (77) and (78).

The scalar propagator with the bosonic W4 charge has also been calculated in MPS.

〈φ(0, t)φ(r, t)〉 =
∫ ∞

−∞

dk

8π

eikr

k

[

coth
(

2k
(

κ2 + κ4k
2
))

− cos(2kt)cosech
(

2k
(

κ2 + κ4k
2
))]

(91)

The momentum integral cannot be done explicitly. But we still can plot the entanglement
entropy numerically. Figure (2) are the plots of EE growth with ‘small’ and ‘large’ values of
κ4. As expected, the entanglement entropy reaches an equilibrium quickly.

5We would like to thank Justin David for informing us that this refermionization could be done in principle
using U(1) currents and it has not been done anywhere.
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[Susskind,’14]What is the “CFT dual” of this (ERB) growth? “Complexity" of the TFD state?

HRHL

t� t+

Motivation: Complexity in Holography (HEP)?

| �(t)i = e�i(HL+HR)t 1p
Z(�)

X

n

e�
�
2 En |n, ni
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Universal (useful) notion of complexity? Unexplored in QFT (CFT)…
[Jefferson,Myers; Chapman,Heller,Marrochio,Pastawski’17][PC,Kundu,Miyaji,Takayanagi,Watanabe’17]

[PC,Magan’18] [Flory,Heller’20] [Erdmenger,Flory,Gerbershagen,Heller,Weigel’22]…



This talk: describe a notion(s) of quantum complexity based on the Krylov basis


that can be universally defined (and computed) in systems from QM to QFTs


and show some recent results, including Modular Hamiltonian evolution
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III. COMPUTING SPREAD COMPLEXITY

Following Corollary 1, to calculate the spread complex-
ity we must derive the Krylov basis K. We can do this via
the Lanczos algorithm [13], which recursively applies the
Gram–Schmidt procedure to | ni = Hn| (0)i to gener-
ate an orthonormal basis K = {|Kni : n = 0, 1, 2, · · ·}:

|An+1i = (H � an)|Kni � bn|Kn�1i, |Kni = b�1

n |Ani .
(18)

The Lanczos coe�cients an and bn are defined as

an = hKn|H|Kni, bn = hAn|Ani1/2 , (19)

with b0 ⌘ 0 and |K0i = | (0)i being the initial state.
Observe that the Lanczos algorithm (18) implies that

H|Kni = an|Kni+ bn+1|Kn+1i+ bn|Kn�1i . (20)

This means that the Hamiltonian becomes a tri-diagonal
matrix in the Krylov basis. For finite-dimensional sys-
tems, this is known as the “Hessenberg form” of the
Hamiltonian.

A. Krylov basis from the Hessenberg form

Numerically stable algorithms for computing the Hes-
senberg form of a matrix, using Householder reflections
instead of the Gram-Schmidt procedure, are commonly
implemented in libraries like SciPy [32, 33] and Math-
ematica. There are two caveats. First, the “initial
state” used in these implementations is typically fixed at
(1, 0, 0, . . .)T . To start with an arbitrary initial state, we
must first perform a change of basis so that the desired
initial vector has those special coordinates. Second, the
o↵-diagonal values bn are sometimes negative in these im-
plementations. This amounts to a choice of phase in the
definition of the Krylov basis. Taking the absolute value
of all the o↵-diagonal elements solves this issue, and is
equivalent to multiplying some of the vectors of the new
basis by �1, which does not change the physics. From
the Hessenberg form of the Hamiltonian we can directly
read o↵ the Lanczos coe�cients: the an are the diagonal
elements, and the bn are the entries above the diagonal.
The wavefunction in the Krylov basis can be obtained by
exponentiating the Hessenberg form and applying to the
initial state. This procedure has the advantage of being
numerically stable.

B. Krylov basis from the survival amplitude

We can also devise a more general method for com-
puting the Lanczos coe�cients which remains valid for
infinite dimensional systems and the large N limit of fi-
nite dimensional systems. We start by showing how to
compute the Lanczos coe�cients from the “survival am-
plitude”, i.e., the amplitude that the state at time t is the

|K0i |K1i |K2i · · ·

ib1

ib1

ib2

ib2

ib3

ib3

ia0 ia1 ia2

0 1 2 3

· · ·

· · ·
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Figure 1. Top: “Markov chain” representation of iH. Bot-
tom: “Unwrapping” of the Markov chain so that “time” goes
from left to right. In every vertical column of nodes, the bot-
tom node corresponds to |K0i, the first node above corre-
sponds to |K1i and so on. The sum of the weights of the blue
and red paths gives hK0| (iH)2 |K0i.

same as the state at time zero. Defining the expansion
of the evolving state in the Krylov basis as

| (t)i =
X

n

 n(t)|Kni , (21)

the survival amplitude is just

S(t) = h (t)| (0)i = h (0)|eiHt| (0)i =  0(t)
⇤ , (22)

where we recall that |K0i = | (0)i. The survival am-
plitude is also the moment-generating function for the
Hamiltonian in the initial state:

µn =
dn

dtn
S(t)

����
t=0

= h (0)| d
n

dtn
eiHt| (0)i

����
t=0

= hK0|(iH)n|K0i . (23)

The particular form of the action of the Hamiltonian
H in the Krylov basis (20) can be conveniently repre-
sented by an un-normalized “Markov chain” with transi-
tion weights given by the Lanczos coe�cients, as shown
in the upper panel of Fig. 1. The action of iH onP

n dn|Kni is then equivalent to the action of the chain
transition matrix on a chain state vector (d0, d1, · · · ).
If we start with the vector (1, 0, 0, · · · ) and iterate the
chain n times, the weight of the ith node will be the
weight of |Kii in the state (iH)n|K0i. Thus, after n iter-
ations of the chain, the weight of |K0i will be the moment
µn = hK0|(iH)n|K0i.
If we start with a state localized on |K0i, it is con-

venient to “unwrap” the Markov chain as shown in the
bottom panel of Fig. 1. In this representation, the nodes

[Balasubramanian, PC, Magan, Wu ’22]Universal framework for quantum complexity?



Basic Idea

| (t)i = e�iHt | (0)i
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Given

O(t) = eiHt
O(0)e�iHt

⌘ eiLt
O(0)

<latexit sha1_base64="s2qkst3Q65ZgLJOVutJNPjekm+o=">AAACO3icbZC7SwNBEMb3fMb4ilraLAYhKQx3EtFGEG1SCD4wRkhi2NtMzJK9h7tzQjju/7Lxn7CzsbFQxNbevRhEEwcWPn7zDTvzuaEUGm37yZqYnJqemc3MZecXFpeWcyurlzqIFIcqD2SgrlymQQofqihQwlWogHmuhJrbO0r7tTtQWgT+BfZDaHrsxhcdwRka1MqdNzyGXc5kfJIUsLgP17GoYPKb2kUDtwYUbiNxR1PPj+E4GXW3cnm7ZA+KjgtnKPJkWKet3GOjHfDIAx+5ZFrXHTvEZswUCi4hyTYiDSHjPXYDdSN95oFuxoPbE7ppSJt2AmWej3RAf0/EzNO677nGmW6pR3sp/K9Xj7Cz14yFH0YIPv/+qBNJigFNg6RtoYCj7BvBuBJmV8q7TDGOJu6sCcEZPXlcXG6XnHJp56ycPzgcxpEh62SDFIhDdskBqZBTUiWc3JNn8krerAfrxXq3Pr6tE9ZwZo38KevzC5f9rwc=</latexit>

We can expand them in a certain basis (Krylov basis):

| (t)i = e�iHt | 0i =
X

n

�n(t) |Kni
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Unitarity: Probability distribution

pn(t) = |�n(t)|2
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X

n

|�n(t)|2 = 1
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We will use this probability to characterise the evolution/growth and “complexity”.

More generally we can think about quantum circuits (circuit H and circuit t)

|O(t)) = eiLt
|O0) =

X

n

�n(t) |On)

<latexit sha1_base64="3tPafP9LpyXiVbkiT5/4WI75EA4=">AAACWnicbVFNS8NAEN3E7/pVP25egkXQS0lE0YsgevEgqGBVaGrYbCft0s0m7k6EEvMnvYjgXxHc1ChqHVh4vPdmdvZtmAqu0XVfLXticmp6ZnauNr+wuLRcX1m90UmmGLRYIhJ1F1INgktoIUcBd6kCGocCbsPBaanfPoLSPJHXOEyhE9Oe5BFnFA0V1B98ARE++THFPqMivyi2ccdXvNfHnSO4z/m3cl5gMWYO3C+vr7M4kH7a54EsR4w5ZeUM6g236Y7KGQdeBRqkqsug/ux3E5bFIJEJqnXbc1Ps5FQhZwKKmp9pSCkb0B60DZQ0Bt3JR9EUzpZhuk6UKHMkOiP2Z0dOY62HcWic5a76r1aS/2ntDKPDTs5lmiFI9nlRlAkHE6fM2elyBQzF0ADKFDe7OqxPFWVofqNmQvD+Pnkc3Ow2vb3m/tVe4/ikimOWbJBNsk08ckCOyRm5JC3CyAt5t6atGevNtu05e/7TaltVzxr5Vfb6Bxy0t2Y=</latexit>



Aleksey Nikolaevich Krylov (1863-1945)

Russian naval engineer and applied mathematician.

His mother Sofya Lyapunova came from the famous “Lyapunov" 
family and Alekandr Lyapunov was his cousin.

He became famous for pioneering “Theory of oscillating motions of 
the ship”.

In 1904 he built the first machine in Russia for integrating ODEs.

In 1931 he wrote a paper on Krylov subspace: A nxn matrix and b n-vec.

He was interested in efficient diagonalization of matrices 
and computation of characteristic polynomial coefficients.

“… he was concerned with efficient computations and counted 
computational work/complexity as the number of separate numerical 
multiplications ”



Krylov Basis

Unitary evolution/Q-circuit

construct an orthonormal basis           recursively (Lanczos algorithm, G-S):

Goal: Given states 

{| 0i , H | 0i , ..., Hn | 0i , ...}
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B. Complexity as the exponential of an entropy

It is natural to quantify the spread of the wavefunc-
tion as the exponential of the entropy of the probability
distribution of weights in an orthonormal basis B. This
provides an alternative definition of complexity

CSB = eSB , (12)

where

SB(t) = �
X

n

pB(n, t) log pB(n, t) (13)

is the Shannon entropy of the basis weight distribution.
Complexity defined in this way measures the minimum
Hilbert space dimension required to store the probability
distribution of basis weights.

We can again eliminate the basis ambiguity by defin-
ing quantum state complexity as the minimum over all
choices of basis. In fact, this entropic definition of com-
plexity is also minimized in the Krylov basis. To show
this, suppose that B does not contain the entire Krylov
basis. Then for some N , the first N elements of the
Krylov basis are in B, up to a phase factor, and the
(N +1)th element is not present. Since the entropy func-
tion is independent of the order of the basis, we can let
these be the first N elements of the basis. Therefore, for
n < N we have have pB(n, t) = pK(n, t) for all t. So to
see the di↵erence between the entropies we just need to
analyze pB(n, t) for n > N .

Now, by Lemma 1, for n � N , the first 2N derivatives

of the probability vanish. More concretely p(m)

B
(n, 0) =

dmpB(n, 0)/dtm = 0 for n � N and m < 2N . Expanding
pB(n, t), for n � N as a Taylor series in t around t = 0,
the first non-vanishing term is

pB(n, t) =
p(2N)

B
(n, 0) t2N

(2N)!
+O(t2N+1) . (14)

The di↵erence in entropy between two bases that agree in
the first N Krylov vectors lies in the sum �

P
n
pn log pn,

for n � N . So we now introduce the expansion (14) in
the entropy sum �

P
n�N

pn log pn, and split the logarithm

of pn to obtain two sums, the first involving log(t2N ) and

the second involving log(p(2N)

B
(n, 0)/(2N)!).

The first sum, after dropping terms of O(t2N+1 log t)
coming from the corrections in (14), is

� t2N log(t)

(2N � 1)!

X

n�N

p(2N)

B
(n, 0) . (15)

From the proof of Lemma 2 above, Eq. 8 shows thatP
n�N p(2N)

B
(n, 0) =

P
n�N

�
2N
N

�
hX|Bni hBn|Xi where

|Xi / |KN i is the component of HN | i orthog-
onal to the first N elements of the Krylov basis.
Hence |Xi is also orthogonal to |Bn<N i. Thus we

can extend the sum above to get
P

n�N p(2N)

B
(n, 0) =

P
n�0

�
2N
N

�
hX|Bni hBn|Xi. By completeness of the ba-

sis we can then write
P

n�N p(2N)

B
(n, 0) =

�
2N
N

�
hX|Xi.

Hence this first term in the sum will not be a↵ected by
the remaining elements of the basis beyond the first N
elements that were assumed to be the same as those of
the Krylov basis.
The second sum is

� t2N
X

n�N

p(2N)

B
(n, 0)

(2N)!
log

 
p(2N)

B
(n, 0)

(2N)!

!
. (16)

For this sum, note that � x
(2N)!

log
⇣

x
(2N)!

⌘
is a strictly

convex function for x > 0. Since the probability is always
positive, and for n � N , pB(n, 0) = 0, the leading order

term in the Taylor expansion in (14), p(2N)

B
(n, 0) must

be positive. Since the sequence (
�
2N
N

�
hX|Xi , 0, 0, . . .)

majorizes any sequence of positive numbers that sum to�
2N
N

�
hX|Xi, Karamata’s inequality implies that the coef-

ficient of t2N in the expansion will always be larger than

or equal to the case where p(2N)

B
(n, 0) = 0 for all n ex-

cept one particular n⇤ where p(2N)

B
(n⇤, 0) =

�
2N
N

�
hX|Xi.

Due to the strict convexity, this inequality is strict except
for the case when the previous two equations are exactly
satisfied, which can only happen if some element in the
basis were proportional to |Xi / |KN i.
Given two functions of the form f0(t) = ↵0 t2N +

O(t2N+1 log t) and f1(t) = ↵1 t2N + O(t2N+1 log t) with
↵0 < ↵1, there is some t0 such that for t < t0, f0(t) <
f1(t). Since the first sum (15) is the same for both the
Krylov basis and B, and the second sum (16) has the
form ↵ t2N+O(t2N+1 log t) there exists some t0 such that
SK(t) < SB(t) for t < t0.
We conclude that the Krylov basis also minimizes com-

plexity when defined in terms of the entropy of the spread
of the initial state over a basis.

III. COMPUTING COMPLEXITY

Following Corollary 1, to calculate complexity we must
derive the Krylov basis K. We can do this via the
Lanczos algorithm [13], which recursively applies the
Gram–Schmidt procedure to | ni = Hn| (0)i to gen-
erate an orthonormal basis K = {|Kni : n = 0, 1, 2, · · ·}:

|An+1i = (H � an)|Kni � bn|Kn�1i, |Kni = b�1

n |Ani .
(17)

The Lanczos coe�cients an and bn are defined as

an = hKn|H|Kni, bn = hAn|Ani1/2 , (18)

with b0 ⌘ 0 and |K0i = | (0)i being the initial state.
Observe that the Lanczos algorithm (17) implies that

H|Kni = an|Kni+ bn+1|Kn+1i+ bn|Kn�1i . (19)
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or equal to the case where p(2N)

B
(n, 0) = 0 for all n ex-

cept one particular n⇤ where p(2N)

B
(n⇤, 0) =

�
2N
N

�
hX|Xi.

Due to the strict convexity, this inequality is strict except
for the case when the previous two equations are exactly
satisfied, which can only happen if some element in the
basis were proportional to |Xi / |KN i.
Given two functions of the form f0(t) = ↵0 t2N +

O(t2N+1 log t) and f1(t) = ↵1 t2N + O(t2N+1 log t) with
↵0 < ↵1, there is some t0 such that for t < t0, f0(t) <
f1(t). Since the first sum (15) is the same for both the
Krylov basis and B, and the second sum (16) has the
form ↵ t2N+O(t2N+1 log t) there exists some t0 such that
SK(t) < SB(t) for t < t0.
We conclude that the Krylov basis also minimizes com-

plexity when defined in terms of the entropy of the spread
of the initial state over a basis.

III. COMPUTING COMPLEXITY

Following Corollary 1, to calculate complexity we must
derive the Krylov basis K. We can do this via the
Lanczos algorithm [13], which recursively applies the
Gram–Schmidt procedure to | ni = Hn| (0)i to gen-
erate an orthonormal basis K = {|Kni : n = 0, 1, 2, · · ·}:

|An+1i = (H � an)|Kni � bn|Kn�1i, |Kni = b�1

n |Ani .
(17)

The Lanczos coe�cients an and bn are defined as

an = hKn|H|Kni, bn = hAn|Ani1/2 , (18)

with b0 ⌘ 0 and |K0i = | (0)i being the initial state.
Observe that the Lanczos algorithm (17) implies that

H|Kni = an|Kni+ bn+1|Kn+1i+ bn|Kn�1i . (19)

[Recursion Method: Viswanath,Muller ’63]

|Kni

<latexit sha1_base64="YWYKHMKwabVf7KRO4zr9k03dqRU=">AAAB+XicbVBNS8NAEN3Ur1q/oh69LBbBU0lE0ZMUvQheKtgPaELYbDft0s0m7E4KJfafePGgiFf/iTf/jds2B219MPB4b4aZeWEquAbH+bZKK6tr6xvlzcrW9s7unr1/0NJJpihr0kQkqhMSzQSXrAkcBOukipE4FKwdDm+nfnvElOaJfIRxyvyY9CWPOCVgpMC2PcEieLoPpKd4fwDXgV11as4MeJm4BamiAo3A/vJ6Cc1iJoEKonXXdVLwc6KAU8EmFS/TLCV0SPqsa6gkMdN+Prt8gk+M0sNRokxJwDP190ROYq3HcWg6YwIDvehNxf+8bgbRlZ9zmWbAJJ0vijKBIcHTGHCPK0ZBjA0hVHFzK6YDoggFE1bFhOAuvrxMWmc197x28XBerd8UcZTRETpGp8hFl6iO7lADNRFFI/SMXtGblVsv1rv1MW8tWcXMIfoD6/MHm5iTpg==</latexit>

| (t)i = e�iHt | 0i =
1X

n=0

(�it)n

n!
| ni

<latexit sha1_base64="tVkjH/XCtiopcp88KD7ZRJMxi7E=">AAACUHicbVFNT+MwFHwp+wGFXQocuWS3QioHqgSxggsIsReORaKA1LSR4760Vh0nsl+QqpCfyIUbv4MLh0XgliJYYCTLo5k3sj2OMikMed6tU5n78vXb9/mF6uLSj5/LtZXVM5PmmmObpzLVFxEzKIXCNgmSeJFpZEkk8Twa/Z3455eojUjVKY0z7CZsoEQsOCMrhbVBIDGmq6BlRIM2Ay0GQzrYx16xJY6pfDVD78ULTJ70AqFiGoeF2vfKINaMF40tQZs9VRbq19uYmsXCWt1relO4H4k/I3WYoRXWboJ+yvMEFXHJjOn4XkbdgmkSXGJZDXKDGeMjNsCOpYolaLrFtJDS3bBK341TbZcid6q+TRQsMWacRHYyYTQ0772J+JnXySne6xZCZTmh4s8Hxbl0KXUn7bp9oZGTHFvCuBb2ri4fMtsP2T+o2hL890/+SM62m/5O88/JTv3waFbHPKzDb2iAD7twCMfQgjZwuIY7+AcPzo1z7zxWnOfRlx3W4D9Uqk/bZrYR</latexit>

| ni ⌘

<latexit sha1_base64="AU+9Bb1dbYEoTT2OD+9AUpADUlI=">AAACAnicbVA9SwNBEN2LXzF+Ra3E5jAIVuFOIlpJ0MYygvmAXAh7m7lkyd7euTsXCDHY+FdsLBSx9VfY+W/cJFdo4oOBx3szzMzzY8E1Os63lVlaXlldy67nNja3tnfyu3s1HSWKQZVFIlINn2oQXEIVOQpoxApo6Auo+/3riV8fgNI8knc4jKEV0q7kAWcUjdTOH3gCAnzwKpq3pad4t4eXHtwnfNDOF5yiM4W9SNyUFEiKSjv/5XUiloQgkQmqddN1YmyNqELOBIxzXqIhpqxPu9A0VNIQdGs0fWFsHxulYweRMiXRnqq/J0Y01HoY+qYzpNjT895E/M9rJhhctEZcxgmCZLNFQSJsjOxJHnaHK2AohoZQpri51WY9qihDk1rOhODOv7xIaqdFt1Q8uy0VyldpHFlySI7ICXHJOSmTG1IhVcLII3kmr+TNerJerHfrY9aasdKZffIH1ucP5jmXww==</latexit>

4

B. Complexity as the exponential of an entropy

It is natural to quantify the spread of the wavefunc-
tion as the exponential of the entropy of the probability
distribution of weights in an orthonormal basis B. This
provides an alternative definition of complexity

CSB = eSB , (12)

where

SB(t) = �
X

n

pB(n, t) log pB(n, t) (13)

is the Shannon entropy of the basis weight distribution.
Complexity defined in this way measures the minimum
Hilbert space dimension required to store the probability
distribution of basis weights.

We can again eliminate the basis ambiguity by defin-
ing quantum state complexity as the minimum over all
choices of basis. In fact, this entropic definition of com-
plexity is also minimized in the Krylov basis. To show
this, suppose that B does not contain the entire Krylov
basis. Then for some N , the first N elements of the
Krylov basis are in B, up to a phase factor, and the
(N +1)th element is not present. Since the entropy func-
tion is independent of the order of the basis, we can let
these be the first N elements of the basis. Therefore, for
n < N we have have pB(n, t) = pK(n, t) for all t. So to
see the di↵erence between the entropies we just need to
analyze pB(n, t) for n > N .

Now, by Lemma 1, for n � N , the first 2N derivatives

of the probability vanish. More concretely p(m)

B
(n, 0) =

dmpB(n, 0)/dtm = 0 for n � N and m < 2N . Expanding
pB(n, t), for n � N as a Taylor series in t around t = 0,
the first non-vanishing term is

pB(n, t) =
p(2N)

B
(n, 0) t2N

(2N)!
+O(t2N+1) . (14)

The di↵erence in entropy between two bases that agree in
the first N Krylov vectors lies in the sum �

P
n
pn log pn,

for n � N . So we now introduce the expansion (14) in
the entropy sum �

P
n�N

pn log pn, and split the logarithm

of pn to obtain two sums, the first involving log(t2N ) and

the second involving log(p(2N)

B
(n, 0)/(2N)!).

The first sum, after dropping terms of O(t2N+1 log t)
coming from the corrections in (14), is

� t2N log(t)

(2N � 1)!

X

n�N

p(2N)

B
(n, 0) . (15)

From the proof of Lemma 2 above, Eq. 8 shows thatP
n�N p(2N)

B
(n, 0) =

P
n�N

�
2N
N

�
hX|Bni hBn|Xi where

|Xi / |KN i is the component of HN | i orthog-
onal to the first N elements of the Krylov basis.
Hence |Xi is also orthogonal to |Bn<N i. Thus we

can extend the sum above to get
P

n�N p(2N)

B
(n, 0) =

P
n�0

�
2N
N

�
hX|Bni hBn|Xi. By completeness of the ba-

sis we can then write
P

n�N p(2N)

B
(n, 0) =

�
2N
N

�
hX|Xi.

Hence this first term in the sum will not be a↵ected by
the remaining elements of the basis beyond the first N
elements that were assumed to be the same as those of
the Krylov basis.
The second sum is

� t2N
X

n�N

p(2N)

B
(n, 0)

(2N)!
log

 
p(2N)

B
(n, 0)

(2N)!

!
. (16)

For this sum, note that � x
(2N)!

log
⇣

x
(2N)!

⌘
is a strictly

convex function for x > 0. Since the probability is always
positive, and for n � N , pB(n, 0) = 0, the leading order

term in the Taylor expansion in (14), p(2N)

B
(n, 0) must

be positive. Since the sequence (
�
2N
N

�
hX|Xi , 0, 0, . . .)

majorizes any sequence of positive numbers that sum to�
2N
N

�
hX|Xi, Karamata’s inequality implies that the coef-

ficient of t2N in the expansion will always be larger than

or equal to the case where p(2N)

B
(n, 0) = 0 for all n ex-

cept one particular n⇤ where p(2N)

B
(n⇤, 0) =

�
2N
N

�
hX|Xi.

Due to the strict convexity, this inequality is strict except
for the case when the previous two equations are exactly
satisfied, which can only happen if some element in the
basis were proportional to |Xi / |KN i.
Given two functions of the form f0(t) = ↵0 t2N +

O(t2N+1 log t) and f1(t) = ↵1 t2N + O(t2N+1 log t) with
↵0 < ↵1, there is some t0 such that for t < t0, f0(t) <
f1(t). Since the first sum (15) is the same for both the
Krylov basis and B, and the second sum (16) has the
form ↵ t2N+O(t2N+1 log t) there exists some t0 such that
SK(t) < SB(t) for t < t0.
We conclude that the Krylov basis also minimizes com-

plexity when defined in terms of the entropy of the spread
of the initial state over a basis.

III. COMPUTING COMPLEXITY

Following Corollary 1, to calculate complexity we must
derive the Krylov basis K. We can do this via the
Lanczos algorithm [13], which recursively applies the
Gram–Schmidt procedure to | ni = Hn| (0)i to gen-
erate an orthonormal basis K = {|Kni : n = 0, 1, 2, · · ·}:

|An+1i = (H � an)|Kni � bn|Kn�1i, |Kni = b�1

n |Ani .
(17)

The Lanczos coe�cients an and bn are defined as

an = hKn|H|Kni, bn = hAn|Ani1/2 , (18)

with b0 ⌘ 0 and |K0i = | (0)i being the initial state.
Observe that the Lanczos algorithm (17) implies that

H|Kni = an|Kni+ bn+1|Kn+1i+ bn|Kn�1i . (19)

with “Lanczos coefficients”:

Such that and |K0i = | 0i
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In the Krylov basis, the Hamiltonian becomes tri-diagonal 
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B. Complexity as the exponential of an entropy

It is natural to quantify the spread of the wavefunc-
tion as the exponential of the entropy of the probability
distribution of weights in an orthonormal basis B. This
provides an alternative definition of complexity

CSB = eSB , (12)

where

SB(t) = �
X

n

pB(n, t) log pB(n, t) (13)

is the Shannon entropy of the basis weight distribution.
Complexity defined in this way measures the minimum
Hilbert space dimension required to store the probability
distribution of basis weights.

We can again eliminate the basis ambiguity by defin-
ing quantum state complexity as the minimum over all
choices of basis. In fact, this entropic definition of com-
plexity is also minimized in the Krylov basis. To show
this, suppose that B does not contain the entire Krylov
basis. Then for some N , the first N elements of the
Krylov basis are in B, up to a phase factor, and the
(N +1)th element is not present. Since the entropy func-
tion is independent of the order of the basis, we can let
these be the first N elements of the basis. Therefore, for
n < N we have have pB(n, t) = pK(n, t) for all t. So to
see the di↵erence between the entropies we just need to
analyze pB(n, t) for n > N .

Now, by Lemma 1, for n � N , the first 2N derivatives

of the probability vanish. More concretely p(m)

B
(n, 0) =

dmpB(n, 0)/dtm = 0 for n � N and m < 2N . Expanding
pB(n, t), for n � N as a Taylor series in t around t = 0,
the first non-vanishing term is

pB(n, t) =
p(2N)

B
(n, 0) t2N

(2N)!
+O(t2N+1) . (14)

The di↵erence in entropy between two bases that agree in
the first N Krylov vectors lies in the sum �

P
n
pn log pn,

for n � N . So we now introduce the expansion (14) in
the entropy sum �

P
n�N

pn log pn, and split the logarithm

of pn to obtain two sums, the first involving log(t2N ) and

the second involving log(p(2N)

B
(n, 0)/(2N)!).

The first sum, after dropping terms of O(t2N+1 log t)
coming from the corrections in (14), is

� t2N log(t)

(2N � 1)!

X

n�N

p(2N)

B
(n, 0) . (15)

From the proof of Lemma 2 above, Eq. 8 shows thatP
n�N p(2N)
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hX|Bni hBn|Xi where

|Xi / |KN i is the component of HN | i orthog-
onal to the first N elements of the Krylov basis.
Hence |Xi is also orthogonal to |Bn<N i. Thus we

can extend the sum above to get
P

n�N p(2N)

B
(n, 0) =

P
n�0

�
2N
N

�
hX|Bni hBn|Xi. By completeness of the ba-

sis we can then write
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n�N p(2N)
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�
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N

�
hX|Xi.

Hence this first term in the sum will not be a↵ected by
the remaining elements of the basis beyond the first N
elements that were assumed to be the same as those of
the Krylov basis.
The second sum is
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(2N)!
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For this sum, note that � x
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is a strictly

convex function for x > 0. Since the probability is always
positive, and for n � N , pB(n, 0) = 0, the leading order

term in the Taylor expansion in (14), p(2N)

B
(n, 0) must

be positive. Since the sequence (
�
2N
N

�
hX|Xi , 0, 0, . . .)

majorizes any sequence of positive numbers that sum to�
2N
N

�
hX|Xi, Karamata’s inequality implies that the coef-

ficient of t2N in the expansion will always be larger than

or equal to the case where p(2N)

B
(n, 0) = 0 for all n ex-

cept one particular n⇤ where p(2N)

B
(n⇤, 0) =

�
2N
N
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Due to the strict convexity, this inequality is strict except
for the case when the previous two equations are exactly
satisfied, which can only happen if some element in the
basis were proportional to |Xi / |KN i.
Given two functions of the form f0(t) = ↵0 t2N +

O(t2N+1 log t) and f1(t) = ↵1 t2N + O(t2N+1 log t) with
↵0 < ↵1, there is some t0 such that for t < t0, f0(t) <
f1(t). Since the first sum (15) is the same for both the
Krylov basis and B, and the second sum (16) has the
form ↵ t2N+O(t2N+1 log t) there exists some t0 such that
SK(t) < SB(t) for t < t0.
We conclude that the Krylov basis also minimizes com-

plexity when defined in terms of the entropy of the spread
of the initial state over a basis.

III. COMPUTING COMPLEXITY

Following Corollary 1, to calculate complexity we must
derive the Krylov basis K. We can do this via the
Lanczos algorithm [13], which recursively applies the
Gram–Schmidt procedure to | ni = Hn| (0)i to gen-
erate an orthonormal basis K = {|Kni : n = 0, 1, 2, · · ·}:

|An+1i = (H � an)|Kni � bn|Kn�1i, |Kni = b�1

n |Ani .
(17)

The Lanczos coe�cients an and bn are defined as

an = hKn|H|Kni, bn = hAn|Ani1/2 , (18)

with b0 ⌘ 0 and |K0i = | (0)i being the initial state.
Observe that the Lanczos algorithm (17) implies that

H|Kni = an|Kni+ bn+1|Kn+1i+ bn|Kn�1i . (19)hKm|H |Kni =
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Expanding our state in the Krylov basis

| (t)i = e�iHt | 0i =
X

n

�n(t) |Kni
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By construction, we have a Schrödinger equation for the coefficients (amplitudes)

i@t�n(t) = an�n(t) + bn�n�1(t) + bn+1�n+1(t)
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�n(0) = �n,0
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This means that the Hamiltonian becomes a tri-diagonal
matrix in the Krylov basis. For finite-dimensional sys-
tems, this is known as the “Hessenberg form” of the
Hamiltonian.

A. Krylov basis from the Hessenberg form

Numerically stable algorithms for computing the Hes-
senberg form of a matrix, using Householder reflections
instead of the Gram-Schmidt procedure, are commonly
implemented in libraries like SciPy [32, 33] and Math-
ematica. There are two caveats. First, the “initial
state” used in these implementations is typically fixed at
(1, 0, 0, . . .)T . To start with an arbitrary initial state, we
must first perform a change of basis so that the desired
initial vector has those special coordinates. Second, the
o↵-diagonal values bn are sometimes negative in these im-
plementations. This amounts to a choice of phase in the
definition of the Krylov basis. Taking the absolute value
of all the o↵-diagonal elements solves this issue, and is
equivalent to multiplying some of the vectors of the new
basis by �1, which does not change the physics. From
the Hessenberg form of the Hamiltonian we can directly
read o↵ the Lanczos coe�cients: the an are the diagonal
elements, and the bn are the entries above the diagonal.
The wavefunction in the Krylov basis can be obtained by
exponentiating the Hessenberg form and applying to the
initial state. This procedure has the advantage of being
numerically stable.

B. Krylov basis from the survival amplitude

We can also devise a more general method for com-
puting the Lanczos coe�cients which remains valid for
infinite dimensional systems and the large N limit of fi-
nite dimensional systems. We start by showing how to
compute the Lanczos coe�cients from the “survival am-
plitude”, i.e., the amplitude that the state at time t is the
same as the state at time zero. Defining the expansion
of the evolving state in the Krylov basis as

| (t)i =
X

n

 n(t)|Kni , (20)

the survival amplitude is just

S(t) = h (t)| (0)i = h (0)|eiHt| (0)i =  0(t)
⇤ , (21)

where we recall that |K0i = | (0)i. The survival am-
plitude is also the moment-generating function for the
Hamiltonian in the initial state:

µn =
dn

dtn
S(t)

����
t=0

= h (0)| d
n

dtn
eiHt| (0)i
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t=0

= hK0|(iH)n|K0i . (22)
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Figure 1. Top: “Markov chain” representation of iH. Bot-
tom: “Unwrapping” of the Markov chain so that “time” goes
from left to right. In every vertical column of nodes, the bot-
tom node corresponds to |K0i, the first node above corre-
sponds to |K1i and so on. The sum of the weights of the blue
and red paths gives hK0| (iH)2 |K0i.

The particular form of the action of the Hamiltonian
H in the Krylov basis (19) can be conveniently repre-
sented by an un-normalized “Markov chain” with transi-
tion weights given by the Lanczos coe�cients, as shown
in the upper panel of Fig. 1. The action of iH onP

n dn|Kni is then equivalent to the action of the chain
transition matrix on a chain state vector (d0, d1, · · · ).
If we start with the vector (1, 0, 0, · · · ) and iterate the
chain n times, the weight of the ith node will be the
weight of |Kii in the state (iH)n|K0i. Thus, after n iter-
ations of the chain, the weight of |K0i will be the moment
µn = hK0|(iH)n|K0i.
If we start with a state localized on |K0i, it is con-

venient to “unwrap” the Markov chain as shown in the
bottom panel of Fig. 1. In this representation, the nodes
of the jth vertical column represent the chain after j it-
erations of the transition matrix. In each column, la-
beled by j, the bottom node (in row 0) corresponds to
|K0i, the first node above (in row 1) corresponds to
|K1i, and so on. The transition weights w(e) of edges
e between columns represent the action of iH defined in
(19). We define the weight of a path of concatenated
edges P = {e1, e2, · · · } as the product of the included
edge weights: w(P ) =

Q
e2P w(e). Finally, we define the

weight of the node 0 to be 1, and the weight of any other
node as a sum of the weights of all paths from 0 to that
node. By construction, the weights in the nth column
are the amplitudes hKj |(iH)n|K0i, and, specifically, the
weight of the bottom node (labeled n) computes the mo-
ments µn = hK0|(iH)n|K0i.

For example we have

hK0| (iH) |K0i = ia0 , (23)

Moments
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plementations. This amounts to a choice of phase in the
definition of the Krylov basis. Taking the absolute value
of all the o↵-diagonal elements solves this issue, and is
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Figure 1. Top: “Markov chain” representation of iH. Bot-
tom: “Unwrapping” of the Markov chain so that “time” goes
from left to right. In every vertical column of nodes, the bot-
tom node corresponds to |K0i, the first node above corre-
sponds to |K1i and so on. The sum of the weights of the blue
and red paths gives hK0| (iH)2 |K0i.

The particular form of the action of the Hamiltonian
H in the Krylov basis (19) can be conveniently repre-
sented by an un-normalized “Markov chain” with transi-
tion weights given by the Lanczos coe�cients, as shown
in the upper panel of Fig. 1. The action of iH onP

n dn|Kni is then equivalent to the action of the chain
transition matrix on a chain state vector (d0, d1, · · · ).
If we start with the vector (1, 0, 0, · · · ) and iterate the
chain n times, the weight of the ith node will be the
weight of |Kii in the state (iH)n|K0i. Thus, after n iter-
ations of the chain, the weight of |K0i will be the moment
µn = hK0|(iH)n|K0i.
If we start with a state localized on |K0i, it is con-

venient to “unwrap” the Markov chain as shown in the
bottom panel of Fig. 1. In this representation, the nodes
of the jth vertical column represent the chain after j it-
erations of the transition matrix. In each column, la-
beled by j, the bottom node (in row 0) corresponds to
|K0i, the first node above (in row 1) corresponds to
|K1i, and so on. The transition weights w(e) of edges
e between columns represent the action of iH defined in
(19). We define the weight of a path of concatenated
edges P = {e1, e2, · · · } as the product of the included
edge weights: w(P ) =

Q
e2P w(e). Finally, we define the

weight of the node 0 to be 1, and the weight of any other
node as a sum of the weights of all paths from 0 to that
node. By construction, the weights in the nth column
are the amplitudes hKj |(iH)n|K0i, and, specifically, the
weight of the bottom node (labeled n) computes the mo-
ments µn = hK0|(iH)n|K0i.

For example we have

hK0| (iH) |K0i = ia0 , (23)
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If we start with the vector (1, 0, 0, · · · ) and iterate the
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ations of the chain, the weight of |K0i will be the moment
µn = hK0|(iH)n|K0i.
If we start with a state localized on |K0i, it is con-

venient to “unwrap” the Markov chain as shown in the
bottom panel of Fig. 1. In this representation, the nodes
of the jth vertical column represent the chain after j it-
erations of the transition matrix. In each column, la-
beled by j, the bottom node (in row 0) corresponds to
|K0i, the first node above (in row 1) corresponds to
|K1i, and so on. The transition weights w(e) of edges
e between columns represent the action of iH defined in
(19). We define the weight of a path of concatenated
edges P = {e1, e2, · · · } as the product of the included
edge weights: w(P ) =

Q
e2P w(e). Finally, we define the

weight of the node 0 to be 1, and the weight of any other
node as a sum of the weights of all paths from 0 to that
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since there is only one path from 0 to node 1 with weight
ia0, and

hK0| (iH)2 |K0i = �a2
0
� b2

1
, (24)

because there are two paths from node 0 to node 2, one
with weights ia0, ia0 and one with weights ib1, ib1.

Computing the values of µ0, . . . , µn from an, bn using
this path sum takesO(n2) operations. The weighted path
sum from node 0 to some node X in the graph is the sum
of the weighted path sums of all nodes with a transition
to X, multiplied by the weight of the transition edge.
Initializing the weighted path sum of node 0 to 1 and
performing this operation layer by layer gives the values
we need on the bottom nodes |0in.

Suppose now that we are given the survival amplitude
S(t), or can compute it through other means. By tak-
ing derivatives we can compute the moments µ0, . . . , µn.
From this data we can calculate the Lanczos coe�cients
by using the Markov chain described above. Specifi-
cally, suppose we have already calculated a0, . . . , ak�1

and b1, . . . , bk and the odd moment µ2k+1. There is a
unique path in the unwrapped Markov chain from node
0 to node 2k+1 that passes through an edge with weight
iak (example in Fig. 2). This follows because any path
from 0 to 2k+1 must follow precisely 2k+1 edges since
every step necessarily progresses one column to the right.
This means that no path can rise to a row higher than k
because the need to descend back to row 0 would make
the path too long. For the same reason, a path that
reaches row k must have precisely k upward diagonal and
k downward diagonal edges, allowing a single horizontal
edge in the path. The only way to have this edge in the
kth row is to start with k diagonal upward edges, then
go one step horizontally in the kth row and then descend
k steps diagonally.

By similar reasoning, the remaining paths between
nodes 0 and 2k+ 1 lie below the kth row and hence only
include edges with weights a0, . . . , ak�1, b1, . . . , bk. Thus
we can compute the path sum for trajectories from node
0 to node 2k+1 that do not go through edge with weight
iak, and subtract this sum from µ2k+1. The remainder is
the weight of the excluded path, namely i2k+1b2

1
. . . b2kak.

Since we know the bk’s by assumption, we may divide
them out, leaving us with ak.
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ues of bk. The only path from node 0 to node 2k that goes
through an edge of weight ibk has path weight b2

1
. . . b2k

(example in Fig. 2). The weights of all the other paths
can be computed using only a0, . . . , ak and b1, . . . , bk�1.

To summarize, we can compute the Krylov basis and
Lanczos coe�cients e�ciently through the following al-
gorithm: (1) compute the survival amplitude, and use it
to extract the moments of the Hamiltonian in the initial
state, (2) apply the recursive algorithm above to system-
atically compute the Lanczos coe�cients to the desired
order. This procedure is potentially sensitive to the accu-
mulation of rounding error, due to the repeated divisions
needed to compute an and bn from their products. In
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Figure 2. Top: Except for the path in red, the weights of
every path from node 0 to node 3 can be computed with
knowledge just of a0 and b1. The weight of the red path can
be computed by subtracting the weights of every other path
from µ3, and can then be used to compute a1. Bottom:
Except for the path in red, the weights of every path from
node 0 to node 4 can be computed with knowledge just of a0,
a1, and b1. The weight of the red path can be computed by
subtracting the weights of every other path from µ4, and can
then be used to compute b2.

our numerical analyses we avoided this instability by us-
ing the mpmath [34] library to perform computations to
arbitrary precision.

C. Wave function and Complexity

Above, we described an algorithm for computing the
Krylov basis K and the associated Lanczos coe�cients
from the survival amplitude. To apply our definition of
state complexity to a time-evolving state we must expand
it in K as

| (t)i =
X

n

 n(t)|Kni , (25)

where unitarity requires
P

n | n(t)|2 ⌘
P

n pn(t) = 1.
Applying the Schrödinger equation (1) to this expression,
and then the Lanczos recursion in the form (19) gives

i@t n(t) = an n(t) + bn+1 n+1(t) + bn n�1(t) . (26)

The survival amplitude is simply the complex conjugate
of  0(t), see (21). Thus, given  0(t) = S(t)⇤ and the
Lanczos coe�cients, (26) defines an algebraic procedure

[Recursion Method: Viswanath,Muller ’63]
[Balasubramanian, PC, Magan, Wu ’22]
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III. COMPUTING SPREAD COMPLEXITY

Following Corollary 1, to calculate the spread complex-
ity we must derive the Krylov basis K. We can do this via
the Lanczos algorithm [13], which recursively applies the
Gram–Schmidt procedure to | ni = Hn| (0)i to gener-
ate an orthonormal basis K = {|Kni : n = 0, 1, 2, · · ·}:

|An+1i = (H � an)|Kni � bn|Kn�1i, |Kni = b�1

n |Ani .
(18)

The Lanczos coe�cients an and bn are defined as

an = hKn|H|Kni, bn = hAn|Ani1/2 , (19)

with b0 ⌘ 0 and |K0i = | (0)i being the initial state.
Observe that the Lanczos algorithm (18) implies that

H|Kni = an|Kni+ bn+1|Kn+1i+ bn|Kn�1i . (20)

This means that the Hamiltonian becomes a tri-diagonal
matrix in the Krylov basis. For finite-dimensional sys-
tems, this is known as the “Hessenberg form” of the
Hamiltonian.

A. Krylov basis from the Hessenberg form

Numerically stable algorithms for computing the Hes-
senberg form of a matrix, using Householder reflections
instead of the Gram-Schmidt procedure, are commonly
implemented in libraries like SciPy [32, 33] and Math-
ematica. There are two caveats. First, the “initial
state” used in these implementations is typically fixed at
(1, 0, 0, . . .)T . To start with an arbitrary initial state, we
must first perform a change of basis so that the desired
initial vector has those special coordinates. Second, the
o↵-diagonal values bn are sometimes negative in these im-
plementations. This amounts to a choice of phase in the
definition of the Krylov basis. Taking the absolute value
of all the o↵-diagonal elements solves this issue, and is
equivalent to multiplying some of the vectors of the new
basis by �1, which does not change the physics. From
the Hessenberg form of the Hamiltonian we can directly
read o↵ the Lanczos coe�cients: the an are the diagonal
elements, and the bn are the entries above the diagonal.
The wavefunction in the Krylov basis can be obtained by
exponentiating the Hessenberg form and applying to the
initial state. This procedure has the advantage of being
numerically stable.

B. Krylov basis from the survival amplitude

We can also devise a more general method for com-
puting the Lanczos coe�cients which remains valid for
infinite dimensional systems and the large N limit of fi-
nite dimensional systems. We start by showing how to
compute the Lanczos coe�cients from the “survival am-
plitude”, i.e., the amplitude that the state at time t is the
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Figure 1. Top: “Markov chain” representation of iH. Bot-
tom: “Unwrapping” of the Markov chain so that “time” goes
from left to right. In every vertical column of nodes, the bot-
tom node corresponds to |K0i, the first node above corre-
sponds to |K1i and so on. The sum of the weights of the blue
and red paths gives hK0| (iH)2 |K0i.

same as the state at time zero. Defining the expansion
of the evolving state in the Krylov basis as

| (t)i =
X

n

 n(t)|Kni , (21)

the survival amplitude is just

S(t) = h (t)| (0)i = h (0)|eiHt| (0)i =  0(t)
⇤ , (22)

where we recall that |K0i = | (0)i. The survival am-
plitude is also the moment-generating function for the
Hamiltonian in the initial state:

µn =
dn

dtn
S(t)

����
t=0

= h (0)| d
n

dtn
eiHt| (0)i

����
t=0

= hK0|(iH)n|K0i . (23)

The particular form of the action of the Hamiltonian
H in the Krylov basis (20) can be conveniently repre-
sented by an un-normalized “Markov chain” with transi-
tion weights given by the Lanczos coe�cients, as shown
in the upper panel of Fig. 1. The action of iH onP

n dn|Kni is then equivalent to the action of the chain
transition matrix on a chain state vector (d0, d1, · · · ).
If we start with the vector (1, 0, 0, · · · ) and iterate the
chain n times, the weight of the ith node will be the
weight of |Kii in the state (iH)n|K0i. Thus, after n iter-
ations of the chain, the weight of |K0i will be the moment
µn = hK0|(iH)n|K0i.
If we start with a state localized on |K0i, it is con-

venient to “unwrap” the Markov chain as shown in the
bottom panel of Fig. 1. In this representation, the nodes

S(t) ⌘ h (t)| (0)i = h 0|eiHt| 0i = �⇤
0(t)
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Knowing moments allows to find Lanczos coefficients (algorithm)

Inverse relations:

such that the return amplitude would be

S(s) = Tr
�
⇢1�is

A

�
= Z̃(1� is). (2.6)

Since Tr(⇢A) = 1 we have Z̃(1) = 1.

Interestingly, the relations between the moments and Lanczos coe�cients are

µ1 = ia0, µ2 = �a20 � b21, µ3 = �i(a30 + 2a0b
2
1 + a1b

2
1), ... (2.7)

They can be solved to give

a0 = �iµ1, b21 = µ2
1 � µ2, a1 = iµ1

✓
2�

µ2
1

b21

◆
+

iµ3

b21
. (2.8)

It will be useful to study some of the simple examples first.

2.1 Example I: Qubit

We can just consider a reduced density matrix with two eigenvalues p and 1�p with 0 < p < 1,

such that

Tr(⇢n) = pn + (1� p)n = Z(� = n). (2.9)

Then we have the return amplitude

S(s) = Z(1� is) = p1�is + (1� p)1�is =
1X

k=0

µk

sk

k!
, (2.10)

with moments

µk = (�i)k
�
p logk(p) + (1� p) logk(1� p)

�
. (2.11)

This way we have

a0 = �p log(p)� (1� p) log(1� p) = S1, (2.12)

and

b1 = ±

p
p(1� p) (log(1� p)� log(p)) , (2.13)

so if we want to make b1 > 0, we should take the sign depending on p > 1/2 or p < 1/2. For

p = 1/2, we have b1 = 0.

Interestingly, we can compute the quantity called capacity of entanglement defined as

CE(⇢) = lim
n!1

n2@2
2 log Tr (⇢

n) = p(1� p) (log(1� p)� log(p))2 . (2.14)

Clearly, we get the relation

CE(⇢) = b21. (2.15)
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a1 = i
µ3
1 � 2µ1µ2 + µ3

µ2
1 � µ2
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b22 =
µ3
2 + µ2

3 + µ2
1µ4 � 2µ1µ2µ3 � µ2µ4

(µ2
1 � µ2)2
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Operator Growth in the Krylov Basis

2

good candidate for a universal notion of complexity in in-
teracting quantum field theories. Nevertheless, its phys-
ical as well as the operational meaning remain mysteri-
ous. On the same footing, the relation to more estab-
lished notions of complexity is an open problem. On
the other hand, despite the relatively unambiguous def-
inition, computing Krylov complexity requires numerics
and understanding its universal features becomes very
complicated. These conceptual and technical drawbacks
are our main motivations to explore and develop it fur-
ther in this work.

To make progress, it will be fruitful to focus on certain
classes of chaotic models such as those appearing in the
context of the AdS/CFT correspondence [5], where, due
to conformal symmetry, many-body quantum states are
e�ciently described geometrically. Indeed, black holes in
holography are often seen as collection of qubits (the so-
called “central dogma”) described by Hamiltonians that
show signatures of maximal quantum chaos. The SYK
model [6, 16] described by two-dimensional Anti-de Sitter
(AdS2) gravity is the canonical modern example. More-
over, the quantum information “revolution” that started
with holographic entanglement entropy [35] and contin-
ues with holographic complexity [36–40] brought new in-
tuitions that allow us to connect seemingly unrelated
concepts from quantum information and computation to
geometry (see e.g. reviews [41, 42]). For instance, micro-
scopic measures of operator growth and complexity are
believed to encode subtle information about near horizon
geometries of black holes [22, 32, 43–50].

In this light, we develop a geometric approach to
Krylov complexity. Our work will explore the underlying
symmetries controlling the system dynamics, although
certain observations will be more general. We will be led
to the field of generalized coherent states and their as-
sociated information geometry. This geometrization will
clarify the definition of the operator complexity from a
physical standpoint. More concretely, we will find a pre-
cise interpretation of the Krylov complexity as a volume
in the information geometry. We will also find the rela-
tion between the symmetry algebra governing the opera-
tor growth and isometries of this geometry. At the same
time, we will see how this approach simplifies the techni-
cal analysis opening new avenues towards the computa-
tion of defining aspects of operator growth, such as Lanc-
zos coe�cients or Lyapunov exponents in various chaotic
and integrable setups. We also notice that the present
approach provides a new geometric take on an old field,
namely the Lanczos approach to non-equilibrium dynam-
ics, connecting it with the field of generalized coherent
states.

This article is organised as follows. In sec II we review
the Lanczos algorithm and its recent applications to max-
immally chaotic systems. In sec III we describe our main
idea that, for symmetry scenarios, the Liouvillian opera-
tor can be written in terms of algebra generators as a sum

of “ladder” operators. This naturally connects with gen-
eralized coherents states and their associated geometry.
In sec IV we illustrate these ideas in four canonical exam-
ples, SL(2,R) (or SU(1,1)), SU(2), Heisenberg-Weyl and
2d CFTs. As highlights, the Lanczos coe�ents for SYK,
first derived in [23] using involved techniques, will acquire
a simple and more transparent meaning, and we will de-
termine the geometric roles played by Krylov complexity
and the operator wavefunction. In sec V we arrive at
the Lanczos coe�cients in yet another way, by enforcing
the closure of the ladder operator algebra. In sec VI we
formulate operator dynamics in terms of a purely clas-
sical motion, allowing connections with classical chaos
and geometric approaches to complexity. In sec VII, us-
ing the two-mode representation of coherent states from
quantum optics, we introduce several quantum informa-
tion tools to probe operator growth: operator entangle-
ment/Renyi entropies, negativity, capacity, fidelity and
relative entropy. Finally, in sec VIII we discuss general-
izations of Krylov complexity in CFTs and relations to
known tools used in discussions of complexity and chaos.
Four appendices provide more technical details comple-
menting the discussion in the main part.

II. OPERATOR GROWTH AND KRYLOV
COMPLEXITY

We begin with a brief review of the Lanczos approach
[24] to operator dynamics in many-body systems, leading
to the definition of Krylov complexity. We also review
previous results for the SYK model that will be repro-
duced in the following part of the article using our novel
approach.

Operator Growth

The Lanczos approach starts with a quantum Hamilto-
nian H and a time-dependent Heisenberg operator O(t)
in a given model. The operator can have more labels,
such as position, spin, etc., but for the present purposes,
only the time-dependence will be explicitly denoted. The
evolution of the operator is governed by the Heisenberg
equation

@tO(t) = i[H,O(t)], (1)

where [A,B] = AB�BA, is the commutator. This equa-
tion is formally solved by

O(t) = eiHt O(0) e�iHt, (2)

and in what follows, we will denote O(0) = O. The
previous expression can be expanded in a formal power
series in t as

O(t) =
1X

n=0

(it)n

n!
Õn, (3)
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ment/Renyi entropies, negativity, capacity, fidelity and
relative entropy. Finally, in sec VIII we discuss general-
izations of Krylov complexity in CFTs and relations to
known tools used in discussions of complexity and chaos.
Four appendices provide more technical details comple-
menting the discussion in the main part.

II. OPERATOR GROWTH AND KRYLOV
COMPLEXITY

We begin with a brief review of the Lanczos approach
[24] to operator dynamics in many-body systems, leading
to the definition of Krylov complexity. We also review
previous results for the SYK model that will be repro-
duced in the following part of the article using our novel
approach.

Operator Growth

The Lanczos approach starts with a quantum Hamilto-
nian H and a time-dependent Heisenberg operator O(t)
in a given model. The operator can have more labels,
such as position, spin, etc., but for the present purposes,
only the time-dependence will be explicitly denoted. The
evolution of the operator is governed by the Heisenberg
equation

@tO(t) = i[H,O(t)], (1)

where [A,B] = AB�BA, is the commutator. This equa-
tion is formally solved by

O(t) = eiHt O(0) e�iHt, (2)

and in what follows, we will denote O(0) = O. The
previous expression can be expanded in a formal power
series in t as

O(t) =
1X

n=0

(it)n

n!
Õn, (3)
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where Õn are nested commutators of O with the Hamil-
tonian

Õ0 = O, Õ1 = [H,O], Õ2 = [H, [H,O]], ... (4)

Knowing the result of these commutators is equivalent
to solving the operator dynamics. Unfortunately, this is
rarely the case in generic physical systems.

Despite this technical obstruction, we would like to
have a notion of growth or complexity of the Heisenberg
operator as a function of time. Intuitively, if the Hamil-
tonian governing the dynamics is su�ciently “chaotic”,
even if we start from a “simple” operator O, the result
of these commutators will be given by increasingly com-
plex operators. In other words, the more “chaotic” the
Hamiltonian H, the faster the operator O will mix with
other operators of the theory. The main objective is then
to quantify such a mixing in a precise manner.

Lanczos Algorithm and Krylov Basis

In order to sharpen the previous intuitions it will be
useful to switch to a better suited formalism and define
the Liouvillian super-operator L (see e.g. [24]) as

L = [H, ·], O(t) ⌘ eiLtO, (5)

and by super-operator we just mean a linear map in the
space of operators of the theory. In this language, the
operators Õn in (3) are results of the repeated action of
the Liouvillian L on O such that Õn ⌘ LnO.

This view suggests interpreting (3) as an “operator’s
wavefunction”, and the Liouvillian L as a Hamiltonian in
the Schrodinger formulation. However, we cannot qual-
ify the coe�cients of tn associated with operators Õn as
“amplitudes”. One transparent reason is that the sum
of their modulus squared is not conserved in time. The
precise reason though is that to use the operator algebra
as a Hilbert space (in which we expand vectors unam-
biguously in an orthonormal basis), we need to introduce
an inner product. The choice of such an inner product
is one of the ambiguities (features) of this approach. In
this work, we will follow the most canonical one used in
the physics literature.

More concretely, associating |O) with the Hilbert space
vector corresponding to operator O, the following family
of inner products was described in [24]

(A|B)g
�
=

Z
�

0
g(�) he�HA†e��HBi� d�. (6)

In this formula, the bracket hi� denotes the thermal ex-
pectation value

hAi� =
1

Z
Tr

�
e��HA

�
, Z = Tr

�
e��H

�
. (7)

Also, for this definition to be a proper inner-product,
g(�) has to satisfy the following conditions

g(�) � 0, g(� � �) = g(�),
1

�

Z
�

0
d�g(�) = 1. (8)

In this work, following [23], we will mainly focus on the
Wightman inner product

(A|B) = heH�/2A†e�H�/2Bi� , (9)

which corresponds to g(�) = �(�� �/2). This is a phys-
ical choice that amounts to taking the expectation value
of the operators in the thermofield double state, with
operators A and B inserted in the two di↵erent copies.
In any case, once the dynamics is solved for one specific
choice of inner product, the behaviour associated with
other choices can be found (see e.g. App A in [22]).
Once we have chosen an inner product, the arbitrary

choice of basis in which to expand our evolving opera-
tor does not a↵ect the physics of the problem. However,
some choices are more convenient than others. Here we
will follow the Lanczos approach to non-equilibrium dy-
namics, which uses the canonical basis generated by the
|Õn). More precisely, starting from |Õn) and using the
Gram–Schmidt orthogonalization procedure we arrive at
an orthonormal basis, known as the Krylov basis |On).
In a certain precise sense, this is the “optimal” choice
since the operators |Õn) are the only ones appearing in
(3).
The Krylov basis is defined recursively using the fol-

lowing algorithm (also known as Lanczos algorithm). We
start by noticing that the first two operators in |Õn)
are always orthogonal with respect to the previous inner
products (6). Therefore we can directly include them in
our basis

|O0) := |Õ0) = |O), |O1) := b�1
1 L|Õ0), (10)

where b1 = (Õ0L|LÕ0)1/2 normalizes the vector. The
next states are constructed iteratively by first computing

|An) = L|On�1)� bn�1|On�2), (11)

and then normalizing

|On) = b�1
n

|An), bn = (An|An)
1/2. (12)

This way, we arrive at an orthonormal basis (On|Om) =
�n,m that has been generated by the set {LnO}. We can
now use it to expand any element of this set and the
evolving operator |O(t)). Notice that in addition to the
Krylov basis states |On), this algorithm yields the so-
called Lanczos coe�cients bn. Finding these coe�cients
for the system under consideration amounts to solving for
the dynamics and it is one of the technical challenges in
this approach, see [24]. Let us also point that the above
algorithm can be generalized to include diagonal terms
in the Liouvillian (see e.g. Appendix A).

Heisenberg evolution

Formally, we can write the operator as
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where Õn are nested commutators of O with the Hamil-
tonian
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|Õn). More precisely, starting from |Õn) and using the
Gram–Schmidt orthogonalization procedure we arrive at
an orthonormal basis, known as the Krylov basis |On).
In a certain precise sense, this is the “optimal” choice
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vector corresponding to operator O, the following family
of inner products was described in [24]
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(A|B) = heH�/2A†e�H�/2Bi� , (9)

which corresponds to g(�) = �(�� �/2). This is a phys-
ical choice that amounts to taking the expectation value
of the operators in the thermofield double state, with
operators A and B inserted in the two di↵erent copies.
In any case, once the dynamics is solved for one specific
choice of inner product, the behaviour associated with
other choices can be found (see e.g. App A in [22]).
Once we have chosen an inner product, the arbitrary
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some choices are more convenient than others. Here we
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where Õn are nested commutators of O with the Hamil-
tonian

Õ0 = O, Õ1 = [H,O], Õ2 = [H, [H,O]], ... (4)

Knowing the result of these commutators is equivalent
to solving the operator dynamics. Unfortunately, this is
rarely the case in generic physical systems.

Despite this technical obstruction, we would like to
have a notion of growth or complexity of the Heisenberg
operator as a function of time. Intuitively, if the Hamil-
tonian governing the dynamics is su�ciently “chaotic”,
even if we start from a “simple” operator O, the result
of these commutators will be given by increasingly com-
plex operators. In other words, the more “chaotic” the
Hamiltonian H, the faster the operator O will mix with
other operators of the theory. The main objective is then
to quantify such a mixing in a precise manner.
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the Liouvillian super-operator L (see e.g. [24]) as

L = [H, ·], O(t) ⌘ eiLtO, (5)

and by super-operator we just mean a linear map in the
space of operators of the theory. In this language, the
operators Õn in (3) are results of the repeated action of
the Liouvillian L on O such that Õn ⌘ LnO.

This view suggests interpreting (3) as an “operator’s
wavefunction”, and the Liouvillian L as a Hamiltonian in
the Schrodinger formulation. However, we cannot qual-
ify the coe�cients of tn associated with operators Õn as
“amplitudes”. One transparent reason is that the sum
of their modulus squared is not conserved in time. The
precise reason though is that to use the operator algebra
as a Hilbert space (in which we expand vectors unam-
biguously in an orthonormal basis), we need to introduce
an inner product. The choice of such an inner product
is one of the ambiguities (features) of this approach. In
this work, we will follow the most canonical one used in
the physics literature.

More concretely, associating |O) with the Hilbert space
vector corresponding to operator O, the following family
of inner products was described in [24]
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Also, for this definition to be a proper inner-product,
g(�) has to satisfy the following conditions

g(�) � 0, g(� � �) = g(�),
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In this work, following [23], we will mainly focus on the
Wightman inner product

(A|B) = heH�/2A†e�H�/2Bi� , (9)

which corresponds to g(�) = �(�� �/2). This is a phys-
ical choice that amounts to taking the expectation value
of the operators in the thermofield double state, with
operators A and B inserted in the two di↵erent copies.
In any case, once the dynamics is solved for one specific
choice of inner product, the behaviour associated with
other choices can be found (see e.g. App A in [22]).
Once we have chosen an inner product, the arbitrary

choice of basis in which to expand our evolving opera-
tor does not a↵ect the physics of the problem. However,
some choices are more convenient than others. Here we
will follow the Lanczos approach to non-equilibrium dy-
namics, which uses the canonical basis generated by the
|Õn). More precisely, starting from |Õn) and using the
Gram–Schmidt orthogonalization procedure we arrive at
an orthonormal basis, known as the Krylov basis |On).
In a certain precise sense, this is the “optimal” choice
since the operators |Õn) are the only ones appearing in
(3).
The Krylov basis is defined recursively using the fol-

lowing algorithm (also known as Lanczos algorithm). We
start by noticing that the first two operators in |Õn)
are always orthogonal with respect to the previous inner
products (6). Therefore we can directly include them in
our basis

|O0) := |Õ0) = |O), |O1) := b�1
1 L|Õ0), (10)

where b1 = (Õ0L|LÕ0)1/2 normalizes the vector. The
next states are constructed iteratively by first computing

|An) = L|On�1)� bn�1|On�2), (11)

and then normalizing

|On) = b�1
n

|An), bn = (An|An)
1/2. (12)

This way, we arrive at an orthonormal basis (On|Om) =
�n,m that has been generated by the set {LnO}. We can
now use it to expand any element of this set and the
evolving operator |O(t)). Notice that in addition to the
Krylov basis states |On), this algorithm yields the so-
called Lanczos coe�cients bn. Finding these coe�cients
for the system under consideration amounts to solving for
the dynamics and it is one of the technical challenges in
this approach, see [24]. Let us also point that the above
algorithm can be generalized to include diagonal terms
in the Liouvillian (see e.g. Appendix A).

[Parker, Cao, Avdoshkin, Scaffidi, Altman ’19]

Most of the inner products will involve Tr() so we don’t need 
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where Õn are nested commutators of O with the Hamil-
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Õ0 = O, Õ1 = [H,O], Õ2 = [H, [H,O]], ... (4)

Knowing the result of these commutators is equivalent
to solving the operator dynamics. Unfortunately, this is
rarely the case in generic physical systems.

Despite this technical obstruction, we would like to
have a notion of growth or complexity of the Heisenberg
operator as a function of time. Intuitively, if the Hamil-
tonian governing the dynamics is su�ciently “chaotic”,
even if we start from a “simple” operator O, the result
of these commutators will be given by increasingly com-
plex operators. In other words, the more “chaotic” the
Hamiltonian H, the faster the operator O will mix with
other operators of the theory. The main objective is then
to quantify such a mixing in a precise manner.
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In order to sharpen the previous intuitions it will be
useful to switch to a better suited formalism and define
the Liouvillian super-operator L (see e.g. [24]) as

L = [H, ·], O(t) ⌘ eiLtO, (5)

and by super-operator we just mean a linear map in the
space of operators of the theory. In this language, the
operators Õn in (3) are results of the repeated action of
the Liouvillian L on O such that Õn ⌘ LnO.

This view suggests interpreting (3) as an “operator’s
wavefunction”, and the Liouvillian L as a Hamiltonian in
the Schrodinger formulation. However, we cannot qual-
ify the coe�cients of tn associated with operators Õn as
“amplitudes”. One transparent reason is that the sum
of their modulus squared is not conserved in time. The
precise reason though is that to use the operator algebra
as a Hilbert space (in which we expand vectors unam-
biguously in an orthonormal basis), we need to introduce
an inner product. The choice of such an inner product
is one of the ambiguities (features) of this approach. In
this work, we will follow the most canonical one used in
the physics literature.

More concretely, associating |O) with the Hilbert space
vector corresponding to operator O, the following family
of inner products was described in [24]
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g(�) � 0, g(� � �) = g(�),
1

�

Z
�

0
d�g(�) = 1. (8)

In this work, following [23], we will mainly focus on the
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which corresponds to g(�) = �(�� �/2). This is a phys-
ical choice that amounts to taking the expectation value
of the operators in the thermofield double state, with
operators A and B inserted in the two di↵erent copies.
In any case, once the dynamics is solved for one specific
choice of inner product, the behaviour associated with
other choices can be found (see e.g. App A in [22]).
Once we have chosen an inner product, the arbitrary

choice of basis in which to expand our evolving opera-
tor does not a↵ect the physics of the problem. However,
some choices are more convenient than others. Here we
will follow the Lanczos approach to non-equilibrium dy-
namics, which uses the canonical basis generated by the
|Õn). More precisely, starting from |Õn) and using the
Gram–Schmidt orthogonalization procedure we arrive at
an orthonormal basis, known as the Krylov basis |On).
In a certain precise sense, this is the “optimal” choice
since the operators |Õn) are the only ones appearing in
(3).
The Krylov basis is defined recursively using the fol-

lowing algorithm (also known as Lanczos algorithm). We
start by noticing that the first two operators in |Õn)
are always orthogonal with respect to the previous inner
products (6). Therefore we can directly include them in
our basis

|O0) := |Õ0) = |O), |O1) := b�1
1 L|Õ0), (10)

where b1 = (Õ0L|LÕ0)1/2 normalizes the vector. The
next states are constructed iteratively by first computing

|An) = L|On�1)� bn�1|On�2), (11)

and then normalizing

|On) = b�1
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|An), bn = (An|An)
1/2. (12)

This way, we arrive at an orthonormal basis (On|Om) =
�n,m that has been generated by the set {LnO}. We can
now use it to expand any element of this set and the
evolving operator |O(t)). Notice that in addition to the

Then we follow the Lanczos algorithm.

|O(t)) = eiLt
|O) ⌘

X

n

in'n(t)|On)
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We now expand the time-dependent operator in the
Krylov basis as

|O(t)) =
X

n

in'n(t)|On) . (13)

In this expansion, the amplitudes 'n(t) turn out to be
real. Generally, their modulus squared defines probabil-
ities whose sum is conserved in time

X

n

|'n(t)|2 ⌘
X

n

pn(t) = 1. (14)

These amplitudes are determined by solving a
“Schrodinger equation”, that descends from the original
Heisenberg equation satisfied by O(t). To derive this
equation, notice that the previously defined Liouvillian
L plays the role of the Hamiltonian in the new Hilbert
space spanned by the Krylov basis |On). In particular,
the state representing O(t) is given by

|O(t)) = eiLt|O). (15)

Computing the time derivative

@t|O(t)) = iL|O(t)), (16)

or equivalently, using (13) we arrive at

@t|O(t)) =
X

n

in@t'n(t)|On). (17)

Next, from the Lanczos algorithm (11), we find the action
of the Liouvillian on the Krylov basis vectors

L|On) = bn|On�1) + bn+1|On+1). (18)

From this expression it is clear that the Liovillian is tridi-
agonal in the Krylov basis (generally we may have a di-
agonal term in (18)). This fact will play an important
role in the following sections. Applying this to (16) and
shifting the summation appropriately, we derive

@t|O(t)) =
X

n

in (bn'n�1(t)� bn+1'n+1(t)) |On). (19)

Comparing the coe�cients of (17) and (19), we arrive at
the discrete Schrodinger equation determining the time
evolution of the amplitudes 'n(t)

@t'n(t) = bn'n�1(t)� bn+1'n+1(t) . (20)

With this equation, once we derive the Lanczos coe�-
cients bn, we can solve for the amplitudes 'n(t) with
initial condition 'n(0) = �n0 and determine the opera-
tor wavefunction (13). The operator’s wavefunction then
completely determines the growth of the operator that,
as we will describe below, can be measured using tools of
quantum mechanics, quantum information, or quantum
complexity.

Before we discuss operator’s complexity, we note that
a very special role in the Krylov approach is played by
the so-called auto-correlation function

C(t) ⌘ (O(t)|O) = '0(t) . (21)

Indeed, as reviewed in [23], starting from C(t) and/or its
appropriate transforms we can obtain the Lanczos coe�-
cients bn and operator wavefunction. In this work, it will
be more instructive to develop our physical understand-
ing of the Liouvillian instead. This will allow us to easily
extract both C(t) and bn.

Krylov Complexity

We now describe how to quantify operator complex-
ity in this framework. Using physical intuition, we can
first interpret the dynamics in equation (20) as that of
a particle moving on a one-dimensional chain, where the
sites with label n are in one-to-one correspondence with
the Krylov basis vectors (see also [29] for a Toda chain
perspective). This suggests a natural measure of opera-
tor complexity, dubbed Krylov complexity [23], defined
to be the average position in the chain

KO ⌘
X

n

n pn(t) =
X

n

n |'n(t)|2 . (22)

Formally, this quantity can be written as the expectation
value in the evolving state |O(t)) of the following “Krylov
complexity operator”

K̂O =
X

n

n|On)(On| , (23)

such that Krylov complexity reads

KO = (O(t)|K̂O|O(t)) . (24)

Intuitively, this position operator (23) in the chain can
also be interpreted as a “number operator”. Unlike the
Liouvillian, it is diagonal in the Krylov basis.
Clearly, as with the choice of the inner product, there

is a certain ambiguity in this definition of operator com-
plexity. Indeed, several definitions of operator complex-
ities that have appeared in the literature can always be
written in such a way, see [22, 23]. However, as we will
see in this work, this “minimal” choice acquires a simple
geometric interpretation.
The recent interest in the Krylov approach to opera-

tor complexity has various origins. First, modulo simple
physical assumptions, it is a well defined and concrete ap-
proach, potentially applicable to QFTs. These features
make it appealing from the point of view of holography.
Second, based on various explicit numerical as well as
analytical examples, [23] conjectured a maximal possi-
ble growth of Lanczos coe�cients in quantum systems,
namely a linear growth:

bn  ↵n+ � +O(1), (25)

Lanczos coefficients are encoded in the return amplitude

Schrödinger equation:

S(t) = (O0|O(t)) =
�
O0|e

iLt
|O0

�
= '0(t)
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'n(0) = �n,0
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Krylov Basis Summary

Connections:

| (t)i = O(�t) | (0)i

<latexit sha1_base64="i0DSExLOfeA2USn27kzU2boaKg8=">AAACIXicbVDLSsNAFJ34rPUVdekmWIS6sCRSsRul6MadFewDmlAm00k7dPJg5kYosb/ixl9x40KR7sSfcdJG1NYDA4dzzmXuPW7EmQTT/NAWFpeWV1Zza/n1jc2tbX1ntyHDWBBaJyEPRcvFknIW0Dow4LQVCYp9l9OmO7hK/eY9FZKFwR0MI+r4uBcwjxEMSuroFZtTDx7smmRFOLIF6/Xh4tz2MfQJ5snNqHis5J+M+Z3p6AWzZE5gzBMrIwWUodbRx3Y3JLFPAyAcS9m2zAicBAtghNNR3o4ljTAZ4B5tKxpgn0onmVw4Mg6V0jW8UKgXgDFRf08k2Jdy6Lsqma4uZ71U/M9rx+BVnIQFUQw0INOPvJgbEBppXUaXCUqADxXBRDC1q0H6WGACqtS8KsGaPXmeNE5KVrl0elsuVC+zOnJoHx2gIrLQGaqia1RDdUTQI3pGr+hNe9JetHdtPI0uaNnMHvoD7fML7iijWw==</latexit>

9

[46], recent literature [47–61] has mainly focused on the
Wightman inner product

(A|B) = heH�/2A†e�H�/2Bi� , (49)

which corresponds to setting g(�) = �(� � �/2) in (40).
With this choice, Krylov complexity in chaotic systems
grows exponentially fast [46], displaying a Lyapunov ex-
ponent that turns out to coincide with the maximal al-
lowed value as defined by out-of-time-ordered correlators
[62]. From the present perspective, this choice of in-
ner product measures the quantum state complexity of

| (t)i = ⇢1/4� OL(t)⇢
�1/4
� | �i, where we remind that | �i

represents the TFD state.
But this Wightman inner product choice is arbitrary

and calls for a deeper understanding. In fact, [50] showed
that di↵erent choices of inner product can be related to
each other in a simple manner, but that Krylov complex-
ity behaves di↵erently with respect to each choice. Fol-
lowing the philosophy of the present paper, we could fur-
ther minimize Krylov complexity over the choice of inner
product (40). Although we have not performed this min-
imization, Ref. [50] actually shows that the Wightman
inner product (49) corresponds to the slowest growth of
Krylov complexity.

Summarizing, the correct Lyapunov exponent arises
precisely after minimizing over all possible choices of the
ambiguous inner product, and over all choices of basis.
This gives further support to our guiding principle that
complexity should be defined via a minimization over the
possible ambiguous choices.

V. ANALYTICAL MODELS

We will consider a class of models in which our notion
of quantum state complexity can be computed analyti-
cally by exploiting techniques developed recently in the
context of operator complexity [55]. Suppose that the
Hamiltonian belongs to the Lie algebra of a symmetry
group:

H = ↵ (L+ + L�) + �L0 + � 1 , (50)

where L+ and L� are raising and lowering ladder opera-
tors, and L0 belongs to the Cartan subalgebra of the Lie
algebra (see [63] for examples of such theories). The iden-
tity term contributes to a phase to the time evolution and
so does not a↵ect the associated quantum complexity.
But it can be used to set the ground state energy. The
coe�cients ↵ and � are model-dependent; their meaning
will become clearer in the specific examples.

Comparing with the action of the Hamiltonian in the
Krylov basis (19), namely

H|Kni = an|Kni+ bn+1|Kn+1i+ bn|Kn�1i , (51)

we see that, if the initial state is a highest weight state,
the Krylov basis states furnish a representation of the

symmetry group. In other words, Eq. (51), which pro-
vides a solution to the Lanczos recursion method by
putting the Hamilton in tridiagonal form, also guaran-
tees that the Krylov basis states form a representation of
the symmetry. Moreover, since the action of the ladder
operators and the elements of the Cartan subalgebra are
fixed by symmetry, we can read o↵ the Lanczos coe�-
cients immediately

↵L+|Kni = bn+1|Kn+1i,
↵L�|Kni = bn|Kn�1i,
�L0|Kni = an|Kni . (52)

Unitary evolution with the Hamiltonian (50) acting on a
highest weight state is determined, up to the irrelevant
phase �, by a generalized Lie group displacement operator
D(⇠, ⇠0)

D(⇠) ⌘ e⇠L+�⇠̄L�+ ⇠0L0 , (53)

for ⇠ = �i↵t, its conjugate ⇠̄, and ⇠0 = �i�t. When
⇠0 = 0 this is a conventional displacement operator
[64, 65]. Thus, we can understand the action of the
Hamiltonian as producing generalized coherent states.
The amplitudes  n(t) of the time-evolved state in the
Krylov basis |Kni are obtained by expanding these states
in an orthonormal basis. The link with coherent states
allows us to geometrize the notion of complexity follow-
ing [55, 57].
Below we study motion on SL(2,R), SU(2) and the

Heisenberg-Weyl group. We will see that the an coe�-
cients can dramatically change state complexity growth.
For example, suppose the bn grow linearly with n. Then
systems with di↵erent an can have have very di↵erent
complexity growth patterns such as quadratic or peri-
odic. In fact, systems with bn ⇠ n and an = 0 will have
exponentially growing complexity, as we see by analogy
with the operator growth analysis in [46].

A. A particle moving in SL(2,R)

We start with SL(2,R), a group previously studied in
the context of operator growth in the SYK model [55].
Here we will realize it as the symmetry controlling time
evolution of the TFD state of the harmonic oscillator.
Consider a family of Hamiltonians

H = ↵(L�1 + L1) + �L0 + � 1 , (54)

where the generators satisfy the SL(2,R) algebra

[L0, L±1] = ⌥L±1, [L1, L�1] = 2L0 . (55)

In the discrete series representation associated with scal-
ing dimension h, the generators act as

L0 |h, ni = (h+ n) |h, ni ,
L�1 |h, ni =

p
(n+ 1)(2h+ n) |h, n+ 1i ,

L1 |h, ni =
p

n(2h+ n� 1) |h, n� 1i . (56)

States Operators

E.g. Wightman 

| (t)i = e�iHt | 0i =
X

n

�n(t) |Kni
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|O(t)) = eiLt
|O) ⌘

X

n

in'n(t)|On)
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i@t�n(t) = an�n(t) + bn�n�1(t) + bn+1�n+1(t)
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We now expand the time-dependent operator in the
Krylov basis as

|O(t)) =
X

n

in'n(t)|On) . (13)

In this expansion, the amplitudes 'n(t) turn out to be
real. Generally, their modulus squared defines probabil-
ities whose sum is conserved in time

X

n

|'n(t)|2 ⌘
X

n

pn(t) = 1. (14)

These amplitudes are determined by solving a
“Schrodinger equation”, that descends from the original
Heisenberg equation satisfied by O(t). To derive this
equation, notice that the previously defined Liouvillian
L plays the role of the Hamiltonian in the new Hilbert
space spanned by the Krylov basis |On). In particular,
the state representing O(t) is given by

|O(t)) = eiLt|O). (15)

Computing the time derivative

@t|O(t)) = iL|O(t)), (16)

or equivalently, using (13) we arrive at

@t|O(t)) =
X

n

in@t'n(t)|On). (17)

Next, from the Lanczos algorithm (11), we find the action
of the Liouvillian on the Krylov basis vectors

L|On) = bn|On�1) + bn+1|On+1). (18)

From this expression it is clear that the Liovillian is tridi-
agonal in the Krylov basis (generally we may have a di-
agonal term in (18)). This fact will play an important
role in the following sections. Applying this to (16) and
shifting the summation appropriately, we derive

@t|O(t)) =
X

n

in (bn'n�1(t)� bn+1'n+1(t)) |On). (19)

Comparing the coe�cients of (17) and (19), we arrive at
the discrete Schrodinger equation determining the time
evolution of the amplitudes 'n(t)

@t'n(t) = bn'n�1(t)� bn+1'n+1(t) . (20)

With this equation, once we derive the Lanczos coe�-
cients bn, we can solve for the amplitudes 'n(t) with
initial condition 'n(0) = �n0 and determine the opera-
tor wavefunction (13). The operator’s wavefunction then
completely determines the growth of the operator that,
as we will describe below, can be measured using tools of
quantum mechanics, quantum information, or quantum
complexity.

Before we discuss operator’s complexity, we note that
a very special role in the Krylov approach is played by
the so-called auto-correlation function

C(t) ⌘ (O(t)|O) = '0(t) . (21)

Indeed, as reviewed in [23], starting from C(t) and/or its
appropriate transforms we can obtain the Lanczos coe�-
cients bn and operator wavefunction. In this work, it will
be more instructive to develop our physical understand-
ing of the Liouvillian instead. This will allow us to easily
extract both C(t) and bn.

Krylov Complexity

We now describe how to quantify operator complex-
ity in this framework. Using physical intuition, we can
first interpret the dynamics in equation (20) as that of
a particle moving on a one-dimensional chain, where the
sites with label n are in one-to-one correspondence with
the Krylov basis vectors (see also [29] for a Toda chain
perspective). This suggests a natural measure of opera-
tor complexity, dubbed Krylov complexity [23], defined
to be the average position in the chain

KO ⌘
X

n

n pn(t) =
X

n

n |'n(t)|2 . (22)

Formally, this quantity can be written as the expectation
value in the evolving state |O(t)) of the following “Krylov
complexity operator”

K̂O =
X

n

n|On)(On| , (23)

such that Krylov complexity reads

KO = (O(t)|K̂O|O(t)) . (24)

Intuitively, this position operator (23) in the chain can
also be interpreted as a “number operator”. Unlike the
Liouvillian, it is diagonal in the Krylov basis.
Clearly, as with the choice of the inner product, there

is a certain ambiguity in this definition of operator com-
plexity. Indeed, several definitions of operator complex-
ities that have appeared in the literature can always be
written in such a way, see [22, 23]. However, as we will
see in this work, this “minimal” choice acquires a simple
geometric interpretation.
The recent interest in the Krylov approach to opera-

tor complexity has various origins. First, modulo simple
physical assumptions, it is a well defined and concrete ap-
proach, potentially applicable to QFTs. These features
make it appealing from the point of view of holography.
Second, based on various explicit numerical as well as
analytical examples, [23] conjectured a maximal possi-
ble growth of Lanczos coe�cients in quantum systems,
namely a linear growth:

bn  ↵n+ � +O(1), (25)

X

n

|�n(t)|2 ⌘
X

n

pn = 1
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S(t) ⌘ h (t)| (0)i = h 0|eiHt| 0i = �⇤
0(t)
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S(t) = (O(0)|O(t)) = (O0|e
iLt

|O0) = '0(t)
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Krylov/Spread Complexity

The physics of the growth/evolution <=> motion of a particle on a chain

We now quantify this idea precisely. This is done by
applying the Lanczos algorithm, which iteratively com-
putes a tridiagonal representation of a matrix. The idea is to
find the sequence fLnjOÞg and then apply Gram-Schmidt
to orthogonalize. Explicitly, start with a normalized vector
jO0Þ ≔ jOÞ. As a base case, let jO1Þ ≔ b−11 LjO0Þ, where
b1 ≔ ðO0LjLO0Þ1=2. Then inductively define

jAnÞ ≔ LjOn−1Þ − bn−1jOn−2Þ;
bn ≔ ðAnjAnÞ1=2;

jOnÞ ≔ b−1n jAnÞ: ð4Þ

The output of the algorithm is a sequence of positive
numbers, fbng, called the Lanczos coefficients, and an
orthonormal sequence of operators, fjOnÞg, called the
Krylov basis. [This is a bit of a misnomer, as the Krylov
basis spans an operator space containing OðtÞ for any t but
does not usually span the full space of operators.] The
Liouvillian is tridiagonal in this basis:

Lnm ≔ ðOnjLjOmÞ ¼

0

BBBBBBBB@

0 b1 0 0 $ $ $
b1 0 b2 0 $ $ $
0 b2 0 b3 $ $ $

0 0 b3 0 . .
.

..

. ..
. ..

. . .
. . .

.

1

CCCCCCCCA

: ð5Þ

We make four remarks. First, if the operator Hilbert
space is d-dimensional with d finite [or if the subspace

spanned by jO0Þ; jO1Þ; jO2Þ;… is so], the algorithm halts
at n ¼ dþ 1: In this work, we work always in the
thermodynamic limit and discard this nongeneric situation.
Second, the Lanczos algorithm presented here is adapted to
operator dynamics. Generally, a tridiagonal matrix will
have nonzero diagonal entries, but they vanish in Eq. (5),
because one can inductively show that inOn is Hermitian
for all n, and, hence, ðOnjLjOnÞ ¼ 0. Third, the knowledge
of the Lanczos coefficients b1;…; bn is equivalent to that of
the moments μ2; μ4;…; μ2n, defined as the Taylor series
coefficients of the correlation function

μ2n ≔ ðOjL2njOÞ ¼ d2n

dt2n
CðtÞjt¼0: ð6Þ

The nontrivial transformation between the Lanczos coef-
ficients and the moments is reviewed in the Appendix A.
Fourth, the Lanczos coefficients have units of energy.
In the Krylov basis, the correlation function CðtÞ is

CðtÞ ¼ ðeiLtÞ00: ð7Þ

Hence, the autocorrelation depends only on the Lanczos
coefficients and not on the Krylov basis. One way to
interpret the Lanczos coefficients, which we employ
extensively below, is as the hopping amplitudes of a
semi-infinite tight-binding model—see Fig. 1. The wave
function on the semi-infinite chain is defined as
φnðtÞ ≔ i−nðOnjOðtÞÞ. Heisenberg evolution of OðtÞ
becomes a discrete Schrödinger equation:

∂tφn ¼ −bnþ1φnþ1 þ bnφn−1; φnð0Þ ¼ δn0; ð8Þ

where b0 ¼ φ−1 ¼ 0 by convention. The autocorrelation
is simply CðtÞ ¼ φ0ðtÞ, so the Lanczos coefficients are
completely equivalent to the autocorrelation function.
Just as different bases are well suited for particular

computations, a number of equivalent representations of the
autocorrelation function appear in this work, namely, the
Green’s function

GðzÞ ¼
!
O
""""

1

z − L

""""O
#

¼ i
Z

∞

0
e−iztCðtÞdt ð9Þ

and the spectral function

ΦðωÞ ¼
Z

∞

−∞
CðtÞe−iωtdt: ð10Þ

In summary, we have reviewed five equivalent ways to
describe the dynamics

CðtÞ ↔ GðzÞ ↔ ΦðωÞ ↔ fμ2ng ↔ fbng: ð11Þ

Just as with a choice of basis, we use the most convenient
representation for the task at hand and translate freely

FIG. 1. Artist’s impression of the space of operators and its
relation to the 1D chain defined by the Lanczos algorithm starting
from a simple operator O. The region of complex operators
corresponds to that of largen on the1Dchain.Under our hypothesis,
the hopping amplitudes bn on the chain grow linearly asymptoti-
cally in generic thermalizing systems (with a log correction in one
dimension; see Sec. IV C). This implies an exponential spreading
ðnÞt ∼ e2αt of the wave function φn on the 1D chain, which reflects
the exponential growth of operator complexity under Heisenberg
evolution, in a sense that wemake precise in Sec. V. The form of the
wave function φn is only a sketch; see Fig. 5 for a realistic picture.

A UNIVERSAL OPERATOR GROWTH HYPOTHESIS PHYS. REV. X 9, 041017 (2019)

041017-3

The further in the chain the particle is, the more “complex” state in the Krylov 
basis needs to be employed (to represent the state or the operator)

A natural definition of “complexity” as an average position on the chain:

[Parker, Cao, Avdoshkin, Scaffidi, Altman ’19]
[Balasubramanian, PC, Magan, Wu ’22]
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Comment: Complexity?
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II. DEFINING COMPLEXITY

Consider a quantum system with a time-independent
Hamiltonian H. Time evolution of a state | (t)i is gov-
erned by the Schrödinger equation

i@t| (t)i = H| (t)i . (1)

The solution | (t)i = e�iHt| (0)i has a formal power
series expansion

| (t)i =
1X

n=0

(�it)n

n!
| ni , (2)

where | ni = Hn| (0)i. The Gram–Schmidt procedure
applied to | ni generates an ordered, orthonormal basis
K = {|Kni : n = 0, 1, 2, · · ·} for the part of the Hilbert
space explored by time development of | (0)i ⌘ |K0i.
The basis K, sometimes called the Krylov basis in the
recent literature, may have fewer elements than the di-
mension of the Hilbert space, depending on the dynamics
and the choice of initial state.

We expect more complex time evolution will spread
| (t)i more widely over the Hilbert space relative to the
initial state | i. To quantify this idea, we define a cost
function relative to a complete, orthonormal, ordered ba-
sis, B = {|Bni : n = 0, 1, 2, · · ·} for the Hilbert space

CB(t) =
X

n

cn|h (t)|Bni|2 ⌘
X

n

cn pB(n, t) , (3)

where the cn are a positive, increasing sequence of real
numbers, and the pB(n, t) are probabilities of being in
each basis vector. Completeness of the basis B, to-
gether with the unitarity of time evolution, namelyP

n pB(n, t) = 1, implies that the cost of a wavefunction
increases if it spreads deeper into the basis. We will gen-
erally take cn = n so that the cost measures the average
depth in the basis of the support of | (t)i.

We could try to define a natural notion of complexity
as the minimum of this cost function over all bases B

C(t) = min
B

CB(t) . (4)

At a time t0, any basis with |B0i = | (t0)i will minimize
(4), achieving C(t0) = c0. We will show that, under
some assumptions, there is an essentially unique basis
minimizing (4) across a finite time domain.

To this end, let C(m)

B
⌘ C(m)

B
(0) = dmCB(t)/dtm|t=0,

and suppose that the cost functions for bases B1 and
B2 have convergent Taylor expansions over 0  t  T .

Then, if there is a k such that C(m)

B1
= C(m)

B2
for m < k

and C(m)

B1
< C(m)

B2
for m = k, then CB1(t) < CB2(t) in a

domain 0  t  ⌧ for some ⌧ < T . We want to find the
basis that minimizes the cost in this sense in the vicinity
of t = 0. We can formalize this condition in terms of the
sequence of derivatives of the cost function at t = 0:

SB =
⇣
C(0)

B
, C(1)

B
, C(2)

B
, · · ·

⌘
. (5)

We write SB1 < SB2 if there is some k such that C(m)

B1
=

C(m)

B2
for m < k and C(m)

B1
< C(m)

B2
for m = k.

In what follows, we say that an ordered basis B is a
complete Krylov basis Kc if its initial elements are the
Krylov basis in the correct order. In more detail, say
the Krylov basis has K vectors. K might be smaller
than the Hilbert space dimension, so in such cases the
usual Krylov basis does not span the full Hilbert space.
We call B a complete Krylov basis if |Bni = |Kni, for
n = 0, · · · ,K � 1. The rest of the basis is unspecified
for the concerns of this definition. This defines a class
of bases for which the number of unspecified elements is
the dimension of the Hilbert space minus the dimension
of the Krylov basis. We will prove that any complete
Krylov basis Kc, as defined above, minimizes the deriva-
tive sequence S and hence has a lower cost than any other
basis, at least in the vicinity of t = 0.

Theorem 1 For any basis B, SK  SB, with equality
only for the complete Krylov bases B = Kc.

Proof: We will prove the theorem by induction by
showing that any orthonormal basis B whose first N el-
ements coincide with the Krylov basis satisfies SB < SB0

for all bases B0 whose first N elements do not coincide
with K.

The first element of the Krylov basis is |K0i = | (0)i.
Suppose now that the first element of B is |B0i = | 0i.
Then the cost is C(0)

B1
= CB(0) =

P
n cn|h (0)|Bni|2 = c0

because |Bi>0i are orthogonal to | (0)i. Any basis B0

which does not include | 0i as its first element will have
a higher cost, because, from (3) it will be a weighted
average of cn�0, and hence be larger than c0 since cn
increases with n.

To prove the induction step we must evaluate time

derivatives of the cost C(m)

B
(t) = dmCB(t)/dtm. Apply-

ing the derivatives to the right side of (3) and using (1)

gives C(m)

B
(0) =

P
n cnp

(m)

B
(n, 0), where

p(m)

B
(n, t) =

dm pB(n, t)

dtm
= (6)

im
mX

k=0

(�1)k
✓
m

k

◆
h (t)|Hm�k |Bni hBn|Hk | (t)i .

Now, let us assume that the firstN elements of B coincide
with the first N elements of K, i.e. |Bii = |Kii for i =

0, 1, · · ·N�1. Following (7), this means that p(m)

B
(n, t) =

p(m)

K
(n, t) for basis elements n < N and all derivatives m.

To complete the proof we need two lemmas.

Lemma 1: Suppose the first N elements B are the first

N elements of K, up to a phase factor. Then p(m)

B
(n, 0) =

0 for n � N,m < 2N .

Proof: For k < N , Hk | (0)i is a linear combination
of |B0i , . . . , |BN�1i, since these vectors equal the first N
elements of the Krylov basis. Orthogonality of the basis
B then implies that h (0)|Hk |Bni = hBn|Hk | (0)i = 0
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B
(n, 0) =

0 for n � N,m < 2N .

Proof: For k < N , Hk | (0)i is a linear combination
of |B0i , . . . , |BN�1i, since these vectors equal the first N
elements of the Krylov basis. Orthogonality of the basis
B then implies that h (0)|Hk |Bni = hBn|Hk | (0)i = 0

Take a basis: 

2

II. DEFINING COMPLEXITY

Consider a quantum system with a time-independent
Hamiltonian H. Time evolution of a state | (t)i is gov-
erned by the Schrödinger equation

i@t| (t)i = H| (t)i . (1)

The solution | (t)i = e�iHt| (0)i has a formal power
series expansion

| (t)i =
1X

n=0

(�it)n

n!
| ni , (2)

where | ni = Hn| (0)i. The Gram–Schmidt procedure
applied to | ni generates an ordered, orthonormal basis
K = {|Kni : n = 0, 1, 2, · · ·} for the part of the Hilbert
space explored by time development of | (0)i ⌘ |K0i.
The basis K, sometimes called the Krylov basis in the
recent literature, may have fewer elements than the di-
mension of the Hilbert space, depending on the dynamics
and the choice of initial state.

We expect more complex time evolution will spread
| (t)i more widely over the Hilbert space relative to the
initial state | i. To quantify this idea, we define a cost
function relative to a complete, orthonormal, ordered ba-
sis, B = {|Bni : n = 0, 1, 2, · · ·} for the Hilbert space

CB(t) =
X

n

cn|h (t)|Bni|2 ⌘
X

n

cn pB(n, t) , (3)

where the cn are a positive, increasing sequence of real
numbers, and the pB(n, t) are probabilities of being in
each basis vector. Completeness of the basis B, to-
gether with the unitarity of time evolution, namelyP

n pB(n, t) = 1, implies that the cost of a wavefunction
increases if it spreads deeper into the basis. We will gen-
erally take cn = n so that the cost measures the average
depth in the basis of the support of | (t)i.

We could try to define a natural notion of complexity
as the minimum of this cost function over all bases B

C(t) = min
B

CB(t) . (4)

At a time t0, any basis with |B0i = | (t0)i will minimize
(4), achieving C(t0) = c0. We will show that, under
some assumptions, there is an essentially unique basis
minimizing (4) across a finite time domain.

To this end, let C(m)

B
⌘ C(m)

B
(0) = dmCB(t)/dtm|t=0,

and suppose that the cost functions for bases B1 and
B2 have convergent Taylor expansions over 0  t  T .

Then, if there is a k such that C(m)

B1
= C(m)

B2
for m < k

and C(m)

B1
< C(m)

B2
for m = k, then CB1(t) < CB2(t) in a

domain 0  t  ⌧ for some ⌧ < T . We want to find the
basis that minimizes the cost in this sense in the vicinity
of t = 0. We can formalize this condition in terms of the
sequence of derivatives of the cost function at t = 0:

SB =
⇣
C(0)

B
, C(1)

B
, C(2)

B
, · · ·

⌘
. (5)

We write SB1 < SB2 if there is some k such that C(m)

B1
=

C(m)

B2
for m < k and C(m)

B1
< C(m)

B2
for m = k.

In what follows, we say that an ordered basis B is a
complete Krylov basis Kc if its initial elements are the
Krylov basis in the correct order. In more detail, say
the Krylov basis has K vectors. K might be smaller
than the Hilbert space dimension, so in such cases the
usual Krylov basis does not span the full Hilbert space.
We call B a complete Krylov basis if |Bni = |Kni, for
n = 0, · · · ,K � 1. The rest of the basis is unspecified
for the concerns of this definition. This defines a class
of bases for which the number of unspecified elements is
the dimension of the Hilbert space minus the dimension
of the Krylov basis. We will prove that any complete
Krylov basis Kc, as defined above, minimizes the deriva-
tive sequence S and hence has a lower cost than any other
basis, at least in the vicinity of t = 0.

Theorem 1 For any basis B, SK  SB, with equality
only for the complete Krylov bases B = Kc.

Proof: We will prove the theorem by induction by
showing that any orthonormal basis B whose first N el-
ements coincide with the Krylov basis satisfies SB < SB0

for all bases B0 whose first N elements do not coincide
with K.

The first element of the Krylov basis is |K0i = | (0)i.
Suppose now that the first element of B is |B0i = | 0i.
Then the cost is C(0)

B1
= CB(0) =

P
n cn|h (0)|Bni|2 = c0

because |Bi>0i are orthogonal to | (0)i. Any basis B0

which does not include | 0i as its first element will have
a higher cost, because, from (3) it will be a weighted
average of cn�0, and hence be larger than c0 since cn
increases with n.

To prove the induction step we must evaluate time

derivatives of the cost C(m)

B
(t) = dmCB(t)/dtm. Apply-

ing the derivatives to the right side of (3) and using (1)

gives C(m)

B
(0) =

P
n cnp

(m)

B
(n, 0), where

p(m)

B
(n, t) =

dm pB(n, t)

dtm
= (6)

im
mX

k=0

(�1)k
✓
m

k

◆
h (t)|Hm�k |Bni hBn|Hk | (t)i .

Now, let us assume that the firstN elements of B coincide
with the first N elements of K, i.e. |Bii = |Kii for i =

0, 1, · · ·N�1. Following (7), this means that p(m)

B
(n, t) =

p(m)

K
(n, t) for basis elements n < N and all derivatives m.

To complete the proof we need two lemmas.

Lemma 1: Suppose the first N elements B are the first

N elements of K, up to a phase factor. Then p(m)

B
(n, 0) =

0 for n � N,m < 2N .

Proof: For k < N , Hk | (0)i is a linear combination
of |B0i , . . . , |BN�1i, since these vectors equal the first N
elements of the Krylov basis. Orthogonality of the basis
B then implies that h (0)|Hk |Bni = hBn|Hk | (0)i = 0

and a “cost function” (a family,             )

Complexity = “Spread in Hilbert space”  

cn = n
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minimum (finite t) for the 
Krylov basis!

Intuition (Induction): For discrete time evolution, assume N-1 vectors equal to the 
Krylov basis. Then in the next step:
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Lemma 1: Suppose the first N elements B are the first

N elements of K, up to a phase factor. Then p(m)

B
(n, 0) =

0 for n � N,m < 2N .

Proof: For k < N , Hk | (0)i is a linear combination
of |B0i , . . . , |BN�1i, since these vectors equal the first N
elements of the Krylov basis. Orthogonality of the basis
B then implies that h (0)|Hk |Bni = hBn|Hk | (0)i = 0
for any n � N and k < N . For m  2N � 1, we know
that for any integer k, either m � k or k is less than N .
Since every term in (6) involves either h (0)|Hk |Bni or
h (0)|Hm�k |Bni (or their conjugates) we conclude that

p(m)

B
(n, 0) = 0 for n � N with m  2N � 1.

Lemma 2: Suppose |Bii = |Kii for i = 0, · · ·N � 1,

up to phases. Then, C(2N)

B
(0) � C(2N)

K
(0), with equality

when K contains precisely N vectors, in which case B is
a complete Krylov basis, or when |BN i also equals |KN i
up to a phase factor.

Proof: Since the first N basis vectors agree between
B and K, Lemma 1 has already shown that for n � N ,

p(m)

B
(n, 0) = 0 when m  2N � 1. So we consider m =

2N . Examination of (6) shows that for n � N there is a

single non-zero term in p(2N)

B
(n, 0), namely

p(2N)

B
(n, 0) =

✓
2N

N

◆
h |HN |Bni hBn|HN | i . (7)

Let |Xi, which is not necessarily normalized, be the com-
ponent of HN | i orthogonal to |B0i , . . . , |BN�1i. By
the definition of the Krylov basis K, |Xi / |KN i. Due
to orthogonality, for n � N we have

p(2N)

B
(n, 0) =

✓
2N

N

◆
hX|Bni hBn|Xi . (8)

By completeness of bases,
P

n hX|Bni hBn|Xi = hX|Xi.
If |Xi = 0, then K only contains N vectors, B is a com-

plete Krylov basis and C(2N)

B
(0) = C(2N)

K
(0). Otherwise,

hX|Xi > 0 and

C(2N)

B
(0) =

X

n

cn p
(2N)

B
(n, 0) (9)

=
N�1X

n=0

cn p
(2N)

B
(n, 0) +

✓
2N

N

◆ DX

n=N

cn hX|Bni hBn|Xi

�
N�1X

n=0

cn p
(2N)

K
(n, 0) +

✓
2N

N

◆
cN hX|Xi = C(2N)

K
(0) ,

where D is the dimension of the full Hilbert space, which
could be infinite. In the last line we used the fact that
cn is increasing, that

P
n hX|Bni hBn|Xi = hX|Xi, and

that the firstN basis vectors of B andK are equal. Equal-
ity is achieved only when |BN i / |Xi / |KN i, up to a
phase. Otherwise we have a strict inequality.

Given these lemmas, suppose that a basis B coincides
with the Krylov basis K up to phases in the first N basis
elements, and deviates thereafter. Lemma 1 tells us that

the first 2N derivatives of the cost function are the same
as those of the Krylov basis, because the other basis ele-
ments contribute zero. Lemma 2 tells us that if |BN i is
not |KN i up to a phase, then its 2Nth derivative will be
larger. Since the first 2N derivatives are equal and the
2Nth derivative of CB(t) is larger, SB > SK, completing
the proof of the theorem.

Corollary 1 Any cost function of the form (3) defined in
terms of an increasing, positive sequence cn and a basis
B is minimized near t = 0 by a complete Krylov basis
Kc. Thus the associated spread complexity function (4)
is C(t) = CK(t).

We have arrived at a basis-independent definition for
the complexity, relative to the initial condition, of a quan-
tum state evolving continuously in time.

A. Minimization for discrete time evolution

The above results can be extended to show that, for
discrete time evolution, the Krylov basis minimizes the
cost (3) for all times. Suppose the discrete time evo-
lution is given by Un| (0)i = | ni, for a sequence of
unitaries Un with U0 = 1 and n = 0, 1, · · · . We define
the Krylov basis by choosing |K0i = | 0i and then re-
cursively orthogonalizing each | ni with all the |Kji for
j < n. As in the continuous time proof, we must choose
the initial state as part of the basis that minimizes the
cost, i.e., it should be the first state of the Krylov basis
| 0i = |K0i. Now assume the first N vectors of certain
basis B agree with the Krylov basis, namely |Bii = |Kii
for i = 0, · · ·N � 1. By assumption

n  N � 1 ! | ni =
N�1X

j=0

hKj | ni|Kji, (10)

and the costs of both bases are the same until discrete
time n = N � 1. Now we can decompose the next state
into a part belonging to the Krylov subspace |Kii, for
i = 0, · · ·N � 1, and a part perpendicular to it. Since
the bases are defined up to phases, we necessarily have
something of the form

| N i = p?|KN i+ pk|�ki, (11)

where |KN i is the next element of the Krylov basis by
definition, and |�ki can be expanded in terms of |Kii, for
i = 0, · · ·N � 1. A basis di↵erent from the Krylov one
would necessarily not include |KN i. Therefore, the cost
at discrete time N would be larger, since we would have
to express |KN i in the new basis, which would require at
least two vectors. Since the contribution to the cost from
the part |�ki is the same in both bases, the cost must
increase when we divide |KN i into several contributions,
since cn is a strictly increasing function of n.

This completes the proof that the Krylov basis mini-
mizes the cost function for all times. In this argument



Extensive studies of the operator growth
[Rabinovici, Sanchez-Garrido, Shir, Sonner ’21’22]

[Barbon, Rabinovici, Shir, Sinha ’19]

Numerics (Operator growth in XXZ chain + Integrability breaking terms, RMT)

 S=#dof

[Parker, Cao, Avdoshkin, Scaffidi, Altman ’19]

Continuum limit: x = ✏n, '(x, t) = 'n(t), v(x) = 2✏bn = 2✏b(✏n)
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@t'(x, t) + v(x)@x'(x, t) +
1

2
v0(x)'(x, t) = 0
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(cont. eq for                )p = |'|2
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Complexity of the TFD evolution [Balasubramanian, PC, Magan, Wu ’22]

Consider the TFD state

Z(�) =
X

n

e��En
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| �i =
1p
Z(�)

X

n

e�
�
2 En |n, ni
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and its time evolution [Hartman,Maldacena ’13]

7

for computing all the  n(t). We start by noting that b0 =
0 and use  0(t) and its time derivative in (26) to compute
 1(t). Then, given  0(t) and  1(t) we can compute  2(t)
and so on.

Finally, given  n(t) we apply our definition of com-
plexity in (3, 4):

C(t) = CK(t) =
X

n

n pn(t) =
X

n

n | n(t)|2 , (27)

where we took the complexity coe�cients in the cost
function (3) to be cn = n. With this definition, com-
plexity measures the average depth of support of a time
evolving state in the Krylov basis. Formally, this quan-
tity is the expectation value in the evolving state | (t)i
of a “complexity operator”

K̂ =
X

n

n|KnihKn| , (28)

such that the complexity reads

C(t) = h (t)|K̂ | (t)i . (29)

Below we will also consider the entropic definition of com-
plexity (13)

CS = eS = e
�

P
n

pn log pn

, (30)

which can also be calculated from the pn = | n|2 . This
can also be understood as the exponential of the entropy
of the algebra generated by the complexity operator. See
[35] for the definition of the entropy of an operator alge-
bra.

D. Survival, TFD and the partition sum

We will find it illuminating to study complexity growth
of the Thermo-Field Double (TFD) state defined as fol-
lows. Consider a Hamiltonian H acting on a Hilbert
space H, with eigenstates |ni and eigenvalues En. To
purify the thermal ensemble we construct the maximally
entangled TFD state

| �i ⌘
1p
Z�

X

n

e�
�En

2 |n, ni , (31)

in the tensor product of the original Hilbert space with
itself. This state is invariant under evolution with Hamil-
tonian HL �HR, where HL,R = H act independently on
the left and right copies of H. However, the state is not
invariant under evolution by the action of a single Hamil-
tonian, say HL ⌘ H. Equivalently, we could evolve by
(HL +HR)/2 but these evolutions are equal because the
TFD state is invariant under the action of (HL�HR)/2.
Unitary evolution with a single Hamiltonian gives

| �(t)i = e�iHt| �i = | �+2iti . (32)

Notice that the TFD and its time evolution are contained
within the subspace spanned by {|n, ni}. As a result, the
finite dimension algorithm for computing the Lanczos co-
e�cients need only work within this small subspace, sim-
plifying numerical evaluations. The maximum dimension
of the explored Hilbert space in this time evolution is
therefore the dimension of the original Hilbert space H.
In the AdS/CFT correspondence, such TFD states are

dual to the eternal black hole [36]. The spectrum of the
theory is conveniently packaged in the analytically con-
tinued partition function

Z��it =
X

n

e�(��it)En , (33)

and the related spectral form factor S��it = |Z��it|2.
These time-dependent quantities have been extensively
studied in random matrix theory and quantum gravity
[14, 15], for example to explore chaotic behavior.
The interesting feature for us is that the survival am-

plitude for the time evolved TFD state has a simple ex-
pression in terms of the partition function

S(t) = h �+2it| �i =
Z��it

Z�
. (34)

The spectral form factor is then the survival probability
of a dynamical process, corresponding to the evolution of
the TFD. We can use this fact to extract the probabilities
of the Krylov basis states.
Given this survival amplitude, the moments in (22)

µn ⌘ dn

dtn
S(t)

����
t=0

=
1

Z�
Tr

�
e��H (iH)n

�
, (35)

are thermal expectation values of the Hamiltonian. In
holographic theories, the partition function and the en-
ergy moments have simple geometric duals, and, at least
in 2d gravity [37–42], there are non-perturbative defini-
tions of these quantities. Since our measure of complex-
ity is a functional of the survival amplitude, the relation
of the latter to the partition function provides a path to-
wards understanding the relation between quantum com-
plexity, geometry and quantum gravity, and perhaps the
conjectures relating complexity in quantum field theory
to spatial volumes and actions in a dual theory of gravity
[43–45]. Likewise, the relation between the spectrum of
the Hamiltonian and the dynamics of complexity in TFD
states provides a bridge from the classification of phases
of quantum matter via the associated partition functions,
to a novel characterization in terms of the dynamics of
quantum complexity.
Finally, although we have shown that complexity dy-

namics in the TFD state depends only on the spectrum, if
we start with a general quantum state | (0)i, complexity
growth will depend both on the spectrum and the struc-
ture of energy eigenstates. Indeed, for a general initial
state the survival amplitude is

h (t)| i =
X

n

ei En th (t)|nihn| (0)i , (36)
H = HL +HR
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Goal: expand this state in the Krylov basis and compute complexity.

Lanczos coefficients from the moments of

S(t) = h �(t)| �i =
Z(� � it)

Z(�)
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Non-universal, can be extracted once we know Z (spectrum!).

(~SFF)!

See [Balasubramanian, PC, Magan, Wu ’22]

[Polchinski et al. ’16]
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Consider a random Hamiltonian (NxN, Hermitian matrix, GUE,…)

H =

0

@
�0.625778 + 0.i 0.0534572 � 0.238692i �0.106837 + 0.170713i

0.0534572 + 0.238692i 0.518485 + 0.i 0.995288 � 0.0813202i
�0.106837� 0.170713i 0.995288 + 0.0813202i �0.589891 + 0.i

1

A
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We can easily diagonalise it, compute SFF, moments, Lanczos, etc.

We want to put it into the tri-diagonal form

There exist very efficient algorithms/libraries (Python or Mathematica) to put a matrix into 
this form (Hessenberg). So we can also read off Lanczos coeff. this way. 

and exponentiate

We also need to “rotate” a TFD into vec: {1,0,0,….}

Then applying exp(-iHt) to the initial state gives all the �n(t)
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[Balasubramanian, PC, Magan, Wu ’22]

1 Magnus Expansion

The main goal is to work generalise the Krylov basis construction for time dependent Hamil-

tonians. The standard root could lead by using the Magnus expansion. Namely, we consider

the following unitary

0

BBBBBB@

a0 b1 0 0 · · ·
b1 a1 b2 0 · · ·
0 b2 a2 b3 · · ·
0 0 b3 a3

. . .

...
...

...
. . .

. . .

1

CCCCCCA
(1.1)

1

Late Times: “Black Holes and RM” [Polchinski et al. ’16]

[J. Erdmenger, S-K. Jian, Z-Y Xian ’23]



Evolution of the TFD for RMT

Complexity for TFD evolved with GUE Hamiltonian (Similar for GOE,GSE,SYK)
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Figure 11. Quantum state complexity of the time evolved
TFD for small times, and at infinite N , for several values of
� between 2 and 50, corresponding to the GUE ensemble of
random matrices. Complexity starts growing quadratically
and transitions to linear growth at time of order �. The color
bar indicates the value of � for each curve.

relation between an and bn manifests as the first plateau
in the plot of an � 2bn in Fig. (10). The second plateau
in this figure at larger n occurs because an and bn are
both changing very slowly in this regime.

Recall from (2) and (26) that at short times, the time-
evolving state has most of its support on Krylov ba-
sis elements |Kni with small n. As discussed above
an+d = 2bn ⇠ n in this range, just as in the free limit of
the particle moving in the SL(2,R) group (78). In analogy
we expect that complexity grows quadratically at early
times. At later times the time evolution will acquire sup-
port on Krylov basis elements with larger n. As we dis-
cussed above, in the large N limit an = 0 beyond some n
of O(1), and bn is roughly constant for any fixed interval
of n. Using these conditions, the Schrodinger equation
in the Krylov basis (26) becomes a free wave equation in
one dimension, whose solutions are plane waves moving
at constant speed. This implies that the mean position
in the Krylov basis, and hence the complexity grows lin-
early with time. This is the same regime as the one
found in [47, 52, 54] for operator growth at large times.
This regime was also found in the context of Nielsen’s
complexity in [5]. Using random quantum circuits it has
been found recently in [31].

These regimes of complexity growth are confirmed in
Fig. 11, where we see a transition from initial quadratic
growth to linear growth at a time of order �3/2 (recall
that we are working in units where E0 = 1). In the
quadratic growth regime, we checked numerically that,
just like in the Schwarzian theory, the growth rate is
controlled by the variance in energy which is of order
1/�2.

As we discussed above, although the bn are approxi-
mately constant over any finite interval in n in the large
N limit, over intervals of O(N) they do gradually decay
to zero. This is because the Lanczos algorithm must halt
when we reach the dimension of the Hilbert space. This
means the support of the state in the Krylov basis cannot
keep growing, but it is possible for the support to narrow

Figure 12. Quantum state complexity of the time evolved
TFD over an exponentially large period of time for dif-
ferent values of N and �, as described in the main text.
Dark Hues: GUE ensemble. Going from highest
(blue) to lowest (yellow) curves we have � = {0, 1, 2, 5, 10}.
In each case we have plotted ensembles with N =
{1024, 1280, 1536, 1792, 2048, 2560, 3072, 3584, 4096}. Com-
plexity grows linearly to a peak, followed by a downward slope
to a plateau. Light Hues: Ensemble with the same density
of states as GUE, but without correlations between eigenval-
ues. In this case, the curves plateau without reaching a peak
followed by a downward slope.

Figure 13. Spectral Form Factor (survival probability of the
time evolved TFD) over an exponentially large period of time
forN = 4096 and � = 1, averaged over 10 samples of the GUE
ensemble. Dark blue: The GUE esemble of random matrices
displays a ramp followed by a plateau. Light blue: For an
ensemble with the same density of states as the GUE but with
no correlations between eigenvalues, the spectral form factor
displays a plateau without a ramp.

back again. This means that, at large times, complexity
should reach a maximum and then may decay or plateau.
For chaotic systems we indeed expect the maximum in
the complexity to be of O(N) and a plateau at this order
as well.

The dark hued curves in Fig. 12 show how state com-
plexity changes in a variety of GUE ensembles until times
of order the size of the Hilbert space (t/N ⇠ O(1)). It is
immediately clear that the complexity dynamics displays
a characteristic overall structure: a linear ramp for times
that are exponentially large in the entropy, followed by
a peak, and then a downward slope to saturation at an
exponentially large plateau. The onset times and heights
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back again. This means that, at large times, complexity
should reach a maximum and then may decay or plateau.
For chaotic systems we indeed expect the maximum in
the complexity to be of O(N) and a plateau at this order
as well.

The dark hued curves in Fig. 12 show how state com-
plexity changes in a variety of GUE ensembles until times
of order the size of the Hilbert space (t/N ⇠ O(1)). It is
immediately clear that the complexity dynamics displays
a characteristic overall structure: a linear ramp for times
that are exponentially large in the entropy, followed by
a peak, and then a downward slope to saturation at an
exponentially large plateau. The onset times and heights
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plexity changes in a variety of GUE ensembles until times
of order the size of the Hilbert space (t/N ⇠ O(1)). It is
immediately clear that the complexity dynamics displays
a characteristic overall structure: a linear ramp for times
that are exponentially large in the entropy, followed by
a peak, and then a downward slope to saturation at an
exponentially large plateau. The onset times and heights

[Balasubramanian, PC, Magan, Wu ’22]
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Figure 16. Snapshots of the probability distribution in the
Krylov basis of the time evolved TFD for a range of times as
specified above each panel. This plot corresponds to � = 0,
N = 4096 and the GUE ensemble. The horizontal axis shows
the index of the Krylov basis elements from 1 to 4096 and the
y-axis shows the probability that the initial state has evolved
so that it is found in the given basis state. At t = 0 the y-axis
runs from 0 to 1 and all the probability weight is on the initial
state. At t = 40000 the mean probability is 1/4096. Thus,
we arranged the scale of each panel to better show the spread
of the wavefunction over the Krylov basis.

Figure 17. Snapshots of the probability distribution in the
Krylov basis of the time evolved TFD for a range of times as
specified above each panel. This plot corresponds to � = 5,
N = 4096 and the GUE ensemble. The horizontal axis shows
the index of the Krylov basis elements and the y-axis shows
the probability that the initial state has evolved so that it
is found in the given basis state. The y-axis scales di↵er in
each panel (see caption of Fig. 16 for an explanation of this
choice).

sidered below.
We can also characterize the spread of the wavefunc-

tion across the Krylov basis in terms of the entropic def-
inition of complexity (30) or the variance of the distribu-
tion of probabilities of the basis states. These quantities
are displayed in Figs. 14 and 15 and also show a ramp, a
peak, slope, and plateau.

It is also illuminating to examine the explicit form of
the wavefunction in the Krlov basis at di↵erent moments
of time. Figs. 16 and (17) show the spread of wavefunc-
tion over the Krylov basis for � = 0, 5 for a range of
times from t = 0 until late times when the complexity
has plateaued. At t = 0 the wavefunction is localized

Figure 18. Quantum state complexity of the time
evolved TFD state in the GOE ensemble over exponen-
tially large time, for di↵erent values of � = {0, 1, 2, 5, 10}.
In each case we have plotted ensembles with N =
{1024, 1280, 1536, 1792, 2048, 2560, 3072, 3584, 4096}. Notice
that after rising to a peak, the complexity decays smoothly
to the plateau value.

on the initial TFD state which is also the first Krylov
basis element. The dynamics then looks like a probabil-
ity shockwave that starts on the initial state and prop-
agates outward to higher basis elements, leaving a tail
of probability behind. For high temperatures (� ! 0),
the probability is initially concentrated at the shockwave
front, while for intermediate and low temperatures, the
probability distribution over the Krylov basis is more
concentrated in the middle of the distribution. But in
both cases, when the shockwave reaches the last Krylov
basis vector, it is far from being stationary. The wave
bounces back and this gives rise to the downward slope
after the peak in state complexity. In the entropic defi-
nition of complexity, there is also a downward slope after
the bounce of the shockwave (Fig. 14) for most tempera-
tures. However, at infinite temperature the probability is
so concentrated at the shockwave front that the distribu-
tion actually continues to spread after bouncing from the
edge of the Krylov chain so that the entropic complexity
does not show a peak and download slope in this limit
(dark blue line in Fig. 14).
We can repeat our computations for the GOE ensem-

ble, defined as an ensemble of real symmetric N ⇥ N
matrices H with Gaussian measure

1

ZGOE(N)

e�
N
4 Tr(H2

) , (124)

and the GSE ensemble, defined as an ensemble of N ⇥N
Hermitian quaternionic matrices with Gaussian measure

1

ZGSE(N)

e�NTr(H2
) . (125)

The details of the computation are the same as for the
GUE ensemble. As reviewed above, these ensembles
mainly di↵er in the specific universal correlation func-
tions between nearby and far away energy eigenvalues. In
fact, as described in [14], spectral rigidity of the matrix
ensembles, related to the correlations of far away energy

Ramp, Peak, Slope, Plateau

Slope, Dip, Ramp, Plateau
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Figure 11. Quantum state complexity of the time evolved
TFD for small times, and at infinite N , for several values of
� between 2 and 50, corresponding to the GUE ensemble of
random matrices. Complexity starts growing quadratically
and transitions to linear growth at time of order �. The color
bar indicates the value of � for each curve.

relation between an and bn manifests as the first plateau
in the plot of an � 2bn in Fig. (10). The second plateau
in this figure at larger n occurs because an and bn are
both changing very slowly in this regime.

Recall from (2) and (26) that at short times, the time-
evolving state has most of its support on Krylov ba-
sis elements |Kni with small n. As discussed above
an+d = 2bn ⇠ n in this range, just as in the free limit of
the particle moving in the SL(2,R) group (78). In analogy
we expect that complexity grows quadratically at early
times. At later times the time evolution will acquire sup-
port on Krylov basis elements with larger n. As we dis-
cussed above, in the large N limit an = 0 beyond some n
of O(1), and bn is roughly constant for any fixed interval
of n. Using these conditions, the Schrodinger equation
in the Krylov basis (26) becomes a free wave equation in
one dimension, whose solutions are plane waves moving
at constant speed. This implies that the mean position
in the Krylov basis, and hence the complexity grows lin-
early with time. This is the same regime as the one
found in [47, 52, 54] for operator growth at large times.
This regime was also found in the context of Nielsen’s
complexity in [5]. Using random quantum circuits it has
been found recently in [31].

These regimes of complexity growth are confirmed in
Fig. 11, where we see a transition from initial quadratic
growth to linear growth at a time of order �3/2 (recall
that we are working in units where E0 = 1). In the
quadratic growth regime, we checked numerically that,
just like in the Schwarzian theory, the growth rate is
controlled by the variance in energy which is of order
1/�2.

As we discussed above, although the bn are approxi-
mately constant over any finite interval in n in the large
N limit, over intervals of O(N) they do gradually decay
to zero. This is because the Lanczos algorithm must halt
when we reach the dimension of the Hilbert space. This
means the support of the state in the Krylov basis cannot
keep growing, but it is possible for the support to narrow

Figure 12. Quantum state complexity of the time evolved
TFD over an exponentially large period of time for dif-
ferent values of N and �, as described in the main text.
Dark Hues: GUE ensemble. Going from highest
(blue) to lowest (yellow) curves we have � = {0, 1, 2, 5, 10}.
In each case we have plotted ensembles with N =
{1024, 1280, 1536, 1792, 2048, 2560, 3072, 3584, 4096}. Com-
plexity grows linearly to a peak, followed by a downward slope
to a plateau. Light Hues: Ensemble with the same density
of states as GUE, but without correlations between eigenval-
ues. In this case, the curves plateau without reaching a peak
followed by a downward slope.

Figure 13. Spectral Form Factor (survival probability of the
time evolved TFD) over an exponentially large period of time
forN = 4096 and � = 1, averaged over 10 samples of the GUE
ensemble. Dark blue: The GUE esemble of random matrices
displays a ramp followed by a plateau. Light blue: For an
ensemble with the same density of states as the GUE but with
no correlations between eigenvalues, the spectral form factor
displays a plateau without a ramp.

back again. This means that, at large times, complexity
should reach a maximum and then may decay or plateau.
For chaotic systems we indeed expect the maximum in
the complexity to be of O(N) and a plateau at this order
as well.

The dark hued curves in Fig. 12 show how state com-
plexity changes in a variety of GUE ensembles until times
of order the size of the Hilbert space (t/N ⇠ O(1)). It is
immediately clear that the complexity dynamics displays
a characteristic overall structure: a linear ramp for times
that are exponentially large in the entropy, followed by
a peak, and then a downward slope to saturation at an
exponentially large plateau. The onset times and heights

[J. Erdmenger, S-K. Jian, Z-Y Xian ’23]



Motivation: “Modular Hamiltonian”

that for the TFD evolution above becomes closely related to the spectral form factor

S(t) =
Z(� � it)

Z(�)
=

X

n

µn

tn

n!
. (1.6)

The moments µn play a very important role and are related to the expectation values of HL

in the original state as

µn = hK0|(iHL)
n
|K0i ⌘ �h |(iHL)

n
| i�. (1.7)

In the following, we would like to slightly abstract this ideas to the context of modular

Hamiltonians.

2 Modular Hamiltonian and Modular Evolution

Note that in the above, the main object of interest is the analytically continued partition

function that captures all the important information about the spectrum of the Hamiltonian

Z(�) =
X

n

e��En . (2.1)

Mathematically, we can apply the same procedure to the modular Hamiltonian and it’s

spectrum. See e.g. [2] we also some of the coherent states technology and AQFTs was

employed.

More precisely, we define the modular Hamiltonian of some reduced density matrix ⇢A as

⇢A ⌘ e�HA . (2.2)

When we compute the trace of it’s n� th power (in replica computations or Renyi entropies)

we can define it as a ”modular” partition function

Tr(⇢n
A
) =

X

n

e�nEn ⌘ Z̃(� = n), (2.3)

where En are the eigenvalues of the modular Hamiltonian. If we want to apply the Krylov

basis and spread complexity ideas to this modular partition function and spectrum it may

be natural to consider the so-called half-sided modular flow. Namely given the Schmidt

decomposition and Schmidt coe�cients �a we could write

|
p
⇢i =

X

a

p
�a |aiA |ai

B
, (2.4)

we could evolve it with (usually people refer to this modular time as s but we can just

continue using t)

|
p
⇢(s)i = e�isHA⌦1B

��⇢1/2
↵
, (2.5)

2

Setup: H = HA ⌦HB
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Reduced density matrix: Modular Hamiltonian

“Entanglement spectrum”

Tomita-Takesaki theory

[Li,Haldane’08]
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Much more information than EE. (e.g. topological order…)

Important AdS/CFT: Bulk reconstruction and bulk locality 

Modular flow of operators: O 2 A
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Operator growth and complexity?
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where D(R) is the boundary causal domain of R, which in this case is simply a double light

cone. Again, with Hamiltonian evolution, we can write this as a non-local operator acting

at R. This is the simplest expression that one could have hoped for, however it is easy

to see that such a simple expression can’t be correct if one considers more general regions

and states. This can be traced to the fact that more generally the entanglement wedge

contains a spacetime subregion which is entirely space-like separated from D(R) (the so

called causal shadow region of [5]). This means that bulk operators in that region would

commute with all the local operators in D(R). Then a reconstruction formula analogous

to (1.3) would imply they trivially commute with one another which is inconsistent.

In [10], it was proposed that the simplest expression that would take the previous

complication into account should read:

Φ(Xr) =

∫

R
dxR

∫
dsfR

∆,s(Xr|xR)Os(x) , Os(xR) = ρ−is/2π
R O(xR)ρ

is/2π
R (1.4)

As we will explain later, this conjugation by the density matrix is a natural operation

in the field theory called modular flow. The operators Os(xR) are non-local and can’t

all commute with Φ(Xr). If R is a sphere in the vacuum, this expression reduces to the

Rindler expression (1.3).

The modular hamiltonian is defined as the logarithm of the density matrix. In theories

with a holographic dual, one can think of the modular hamiltonian as an operator in bulk

perturbation theory and it is given by [10, 11]:

KR =
Â(∂r)

4GN
+Kbulk,r +O(GN ) (1.5)

This expression implies that the commutator of bulk operators (which are spacelike sepa-

rated to ∂r) with the boundary modular hamiltonian is equal to the commutator with the

bulk modular hamiltonian. So, an operator in r commutes with the modular hamiltonian

of R̄. This property lead to the conjecture (1.4) and was argued in [12] to be equivalent to

quantum correctability.

In this paper, we will derive the expression (1.4) and write a formula for the smearing

function which only depends on boundary information and is in principle computable. In

the limit where the bulk operator lives in ∂r, this formula simplifies significantly, allowing us

to compute complicated boundary quantities (which depend on the modular hamiltonian)

in terms of simple bulk calculations. The formula we would like to advertise relates the

operators on the RT surface ∂r to the modular average of the boundary operator:
∫ ∞

−∞
dsρ−is/2π

R O(x)ρis/2πR = 4π

∫

∂r
dYRT〈Φ(YRT)O(x)〉Φ(YRT) (1.6)

The outline of the paper is as follows. We start in section 2 by introducing various

properties of modular hamiltonians and modular flows. In section 3, we derive and explore

the expression (1.4). Section 4 deals with entanglement wedge reconstruction when the

bulk operator sits at the RT surface, which is much simpler. In section 5, we comment

on state dependence and the inclusion of interactions. We conclude with some closing

thoughts in section 6.

– 3 –
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Spread/Krylov complexity of Modular Evolution? [PC, J. Magan, D.Patramanis…]

Return amplitude:

that for the TFD evolution above becomes closely related to the spectral form factor

S(t) =
Z(� � it)

Z(�)
=

X

n

µn

tn

n!
. (1.6)

The moments µn play a very important role and are related to the expectation values of HL

in the original state as

µn = hK0|(iHL)
n
|K0i ⌘ �h |(iHL)

n
| i�. (1.7)

In the following, we would like to slightly abstract this ideas to the context of modular

Hamiltonians.

2 Modular Hamiltonian and Modular Evolution

Note that in the above, the main object of interest is the analytically continued partition

function that captures all the important information about the spectrum of the Hamiltonian

Z(�) =
X

n

e��En . (2.1)

Mathematically, we can apply the same procedure to the modular Hamiltonian and it’s

spectrum. See e.g. [2] we also some of the coherent states technology and AQFTs was

employed.

More precisely, we define the modular Hamiltonian of some reduced density matrix ⇢A as

⇢A ⌘ e�HA . (2.2)

When we compute the trace of it’s n� th power (in replica computations or Renyi entropies)

we can define it as a ”modular” partition function

Tr(⇢n
A
) =

X

n

e�nEn ⌘ Z̃(� = n), (2.3)

where En are the eigenvalues of the modular Hamiltonian. If we want to apply the Krylov

basis and spread complexity ideas to this modular partition function and spectrum it may
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Moments and Lanczos coefficients become interesting QI probes:
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that for the TFD evolution above becomes closely related to the spectral form factor
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. (1.6)
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in the original state as
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n
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n
| i�. (1.7)
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By construction, the coe�cients of this expansion satisfy
a discrete Schrodinger equation

i@t n(t) = an n(t) + bn n�1(t) + bn+1 n+1(t), (5)

with boundary condition  n(0) = �n,0. Once we solve it,
we are provided with a probability distribution pn(t) =
| n(t)|2 that contains all the information about the evo-
lution/spread of the state. Finally, the spread complexity
is defined as the average value of n in this distribution

C(t) =
X

n

npn(t). (6)

Intuitively we can think about this measure as a distance
from the origin of a particle hoping on the chain described
by (5). In [20] it was also shown how spread complex-
ity arise from minimisation of certain cost function over
choices of basis.

Clearly, solving (5) is the main step and to do that we
clearly need the Lanczos coe�cients. They are in fact
encoded in the return amplitude

S(t) = h (t)| (0)i = h 0| eiHt | 0i =
X

n

µn

t
n

n!
. (7)

Once we know its moments µn = h 0|(iH)n| 0i, we can
extract the Lanczos coe�cients that are related via poly-
nomial equations, e.g., the first few are

a0 = iµ1, b
2
1 = µ

2
1 � µ2, a1 = i

µ
3
1 � 2µ1µ2 + µ3

µ
2
1 � µ2

. (8)

Since Lanczos coe�cients play such a pivotal role, an im-
portant question that emerged from the recent studies is
their physical interpretation and how di↵erent phenom-
ena can be understood from their scaling. Some progress
in this direction was obtained for random matrices [] and
in this work we also add a new piece to this puzzle.
Let us finally conclude this section by giving a universal
class of initial states that motivates this work. Namely,
if we take the | 0i as the thermofield double state []

| �i =
1p
Z(�)

X

n

e
��En |ni ⌦ |ni , (9)

that is the canonical purification of the thermal density
matrix ⇢ = e

��H , and Z(�) is the partition function at
temperature T = 1/�. Interestingly, when we consider
the time evolution with the Hamiltonian of a single copy
(or a sum of the left and right copy []) the return ampli-
tude becomes the spectral form factor amplitude

S(t) =
Z(� � it)

Z(�)
, (10)

and the Lanczos coe�cients as well as spread complex-
ity are directly linked with the spectrum of the evolving
Hamiltonian. The basic idea of our work is to generalise
the TFD example to arbitrary reduced density matrices
and their modular Hamiltonians.

MODULAR SPREAD COMPLEXITY

In this section we focus on the spread complexity of
modular Hamiltonian evolution. Our starting point will
be a pure quantum state | i in some Hilbert space H.
We first pick a sub-region A and its complement Ac, and
assume a decomposition of the Hilbert space H = HA ⌦
HAc . Our pure state | i can be written using Schmidt
decomposition

| i =
X

i

p
�i |iiA |ii

Ac , (11)

where |ii are basis vectors in A (and the complement).
Next, we define the reduced matrix ⇢A of the sub-region
A as well as the modular Hamiltonian HA by

⇢A = TrAc (| i h |) ⌘ e
�HA . (12)

In analogy with thermal density matrix, we can formally
define the ”modular” partition function with e↵ective in-
verse temperature � = n

Z̃(� = n) = Tr(⇢n
A
) =

X

i

e
�nEi , (13)

where we write the Schmidt coe�cients as �i =
exp(�Ei). We normalise the density matrix Tr(⇢A) = 1
so Z̃(1) = 1. This modular partition function contains
the information about the spectrum of HA and will play
an important role in what follows.
Finally, we define a modular evolution of the state

| (s)i = e
�isHA⌦1Ac | i , (14)

where s is the modular time. Our goal will be to quantify
the spread complexity of this state in various models and
shed light on the Lanczos coe�cients in this evolution.
Indeed, as before we use the Lanczos algorithm to con-
struct an orthonormal basis |Kni and expand our state

| (s)i =
X

n

 n(s) |Kni , (15)

where the expansion coe�cients (i.e., probability ampli-
tudes)  n(s) satisfy (5) with Lanczos coe�cients an and
bn encoded in the return amplitude

S(s) ⌘ h (s)| i = Z̃(1� is). (16)

This object is closely related to the Renyi entropies of
the reduced density matrix ⇢A defined for integer n as

S
(n)
A

=
1

1� n
log(Tr⇢n

A
), (17)

and we have the relation to the analytically continued
Renyi with replica index n = 1� is

S(s) = exp
⇣
is S

(1�is)
A

⌘
. (18)
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such that the return amplitude would be

S(s) = Tr
�
⇢1�is

A

�
= Z̃(1� is). (2.6)

Since Tr(⇢A) = 1 we have Z̃(1) = 1.

Interestingly, the relations between the moments and Lanczos coe�cients are

µ1 = ia0, µ2 = �a20 � b21, µ3 = �i(a30 + 2a0b
2
1 + a1b

2
1), ... (2.7)

They can be solved to give

a0 = �iµ1, b21 = µ2
1 � µ2, a1 = iµ1

✓
2�

µ2
1

b21

◆
+

iµ3

b21
. (2.8)

It will be useful to study some of the simple examples first.

2.1 Example I: Qubit

We can just consider a reduced density matrix with two eigenvalues p and 1�p with 0 < p < 1,

such that

Tr(⇢n) = pn + (1� p)n = Z(� = n). (2.9)

Then we have the return amplitude

S(s) = Z(1� is) = p1�is + (1� p)1�is =
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sk
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, (2.10)

with moments

µk = (�i)k
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p logk(p) + (1� p) logk(1� p)

�
. (2.11)

This way we have

a0 = �p log(p)� (1� p) log(1� p) = S1, (2.12)

and

b1 = ±

p
p(1� p) (log(1� p)� log(p)) , (2.13)

so if we want to make b1 > 0, we should take the sign depending on p > 1/2 or p < 1/2. For

p = 1/2, we have b1 = 0.

Interestingly, we can compute the quantity called capacity of entanglement defined as

CE(⇢) = lim
n!1

n2@2
2 log Tr (⇢

n) = p(1� p) (log(1� p)� log(p))2 . (2.14)

Clearly, we get the relation

CE(⇢) = b21. (2.15)
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Note that in the Krylov basis, the Hamiltonian becomes tri-diagonal

H =

✓
a0 b1
b1 a1

◆

=

 
�p log(p)� (1� p) log(1� p) ±

p
p(1� p) (log(1� p)� log(p)) ,

±
p
p(1� p) (log(1� p)� log(p)) , �p log(1� p)� (1� p) log(p)

!
,

(2.16)

This matrix has two eigenvalues and can be put into diagonal form in the standard way

H =

✓
� log(p) 0

0 � log(1� p)

◆
, ⇢ = e�H . (2.17)

In this simple example we can also play with the state. Namely, we have

|
p
⇢i =

p
p |00i+

p
1� p |11i = |K0i . (2.18)

Then we should have

|K1i = b�1
1 (H � a0) |K0i (2.19)

Then, from the Schrodinger equation

i@s 0(s) = a0 0(s) + b1 1(s), (2.20)

and
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The solutions are
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with ⌥ corresponding to ± in b1.

Finally, the modular complexity becomes
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Similar analysis can be performed for (we can generalise this easily to more pi’s)

Tr⇢n = pn1 + pn2 + (1� p1 � p2)
n, (2.24)

with modular Hamiltonian
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Modular Hamiltonian: ⇢ = e�H
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This matrix has two eigenvalues and can be put into diagonal form in the standard way

H =

✓
� log(p) 0

0 � log(1� p)

◆
, ⇢ = e�H . (2.17)

In this simple example we can also play with the state. Namely, we have

|
p
⇢i =

p
p |00i+

p
1� p |11i = |K0i . (2.18)

Then we should have

|K1i = b�1
1 (H � a0) |K0i (2.19)

Then, from the Schrodinger equation
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and
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The solutions are
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Similar analysis can be performed for (we can generalise this easily to more pi’s)

Tr⇢n = pn1 + pn2 + (1� p1 � p2)
n, (2.24)

with modular Hamiltonian
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Modular flow of operators [PC, J. Magan, D.Patramanis…]

Total Modular Hamiltonian is well defined in the continuum:

H = HA ⌦ 1B � 1A ⌦HB
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O(s) = eisHOe�isH
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In 2d CFTs for a single interval A=[a,b] in the vacuum we have (SL(2,R))

H = s�1L�1 + s0L0 + s1L1
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Return amplitudes

S(s) = hO(s)Oi
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We can extract modular Krylov complexity

C(s) = 2hf(a, b) sinh2(⇡s)
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Universal exponent of the modular growth

Future: Modular chaos from the operator growth? [de Boer, Lamprou ’19]
[de Boer, Jafferis, Lamprou ’22]
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Conclusions

• New: Krylov/Spread Complexity for operators/states in many-body systems !

• Computable: analytically and numerically for discrete models and QFTs

• Evolution of TFD in RM: Ramp, Peak, Slope, Plateau

• Crucial ingredient: Return amplitude (2- and higher-point function, SFF etc.)

• New tool for interesting many-body setups (topological phases)

• Complexity of local operators in the bulk? 

• New understanding of entanglement spectra and modular evolution?

• New direction: Spread/Krylov of the modular evolution



Many Open Problems 

Thank You! Stay Tuned! Join the fun ;)

• Precise connection with Holography? Length in JT [Lin’22, Rabinovici et al. ’23]? QGr?

• Universal laws for Spread/Krylov complexity? Is it useful for QI or QC?

• Integrable vs Chaotic growth? Is it sensitive? At which time regime?

• Purely Integrable models? Can we study it using integrability (not just numerics)? 

• Interesting states? More complicated objects (defects, boundaries)?

• Late-time physics of AdS/CFT and extremal Black-Holes? [Boruch et al.]

• Generalisations: Time dep H(t), Open systems etc.



Spread complexity of formation
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We can write this state as

| �i = eirH̃ |0, 0i
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FIG. 1. Behaviour of the spread complexity of formation
C(t1, t2) (equation (16)) for the ground state of the SSH model
|⌦i.

SU(2) coherent states as (see appendix A)
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where Nk stands for the normalization, J (±k) correspond
to two decoupled SU(2) algebras for positive and nega-
tive momenta and |1/2,�1/2i denotes a tensor product
over the lowest-weight states of the j = 1/2 representa-

tion (J (±k)
� |1/2,�1/2i±k

= 0). Moreover, the relation
between �k and the physical parameters is given by

sin�k =
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R
, cos�k =

R3

R
, (11)

where we also denoted

R =
q
t
2
1 + t

2
2 � 2t1t2 cos(k). (12)

Without loss of generality, we can just compute the
spread complexity for positive momenta and the full re-
sult will have an additional factor of 2 from the �k sector.

First, for a single momentum k > 0, using the SU(2)
Baker–Campbell–Hausdor↵ formula and with a slight
abuse of notation, we write the relevant part of the state
in a circuit form (1)
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where s 2 [0, 1] and our ground state is the “target state”
at s = 1. The operator in the exponent is the circuit
Hamiltonian in (1). Note that in these circuits we took
a natural reference state | 0i as the ground state of the
left and right Hamiltonians (see appendix A and also [42]

for other choices). This way of writing makes transparent
the connection with coherent states and we can directly
apply the tools from [28] (see appendix B) to expand our
state in the Krylov basis as (4). Because j = 1/2, we will
only have two basis vectors and two amplitudes
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, (14)

that satisfy (5) with appropriate Lanczos coe�cients. As
a result, we get the contribution to our complexity from
a single momentum mode

Ck(s = 1) = sin2
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(15)
The complexity of the ground state is obtained by inte-
grating over all the momenta and multiplying by 2 from
k < 0. This yields

C(t1, t2) = 2

Z
⇡

0

dk

2⇡
Ck =

1

2
�

t1 + t2 � |t1 � t2|

2⇡t1
. (16)

Observe that we took the continuum limit so this result is
proportional to the volume L but, to keep our equations
compact, we rescaled this factor (our C are complexity
“densities”).
This surprisingly simple formula, shown on Fig. 1, in-

deed shows two very di↵erent behaviours of the spread
complexity for the two distinct phases of the model.
Namely, for the non-topological phase with t1 > t2, com-
plexity linearly depends on the ratio t2/t1 but in the
topological phase, with t2 > t1, it is constant. This is our
main result. We also performed analogous computation
for the 1d Kitaev-chain [41], and found that complexity
becomes constant when crossing from a non-topological
to a topological phase in specific cases [42] (see supple-
mentary material D). Note that unlike entanglement en-
tropy or Nielsen-type complexities that require numerics,
(16) is fully analytical.

COMPLEXITY DURING QUANTUM QUENCH

Another framework where we can probe the spread
complexity is given by the so-called quantum quenches.
A typical quench protocol considers a unitary time evolu-
tion of an initial state |⌦ii of some initial HamiltonianHi,
performed with a di↵erent HamiltonianHf for which |⌦ii

is an excited state. Universal features of the evolution of
entanglement and complexity have been extensively stud-
ied in the literature (see e.g. [43–46] and review of closely
related dynamical quantum phase transitions [47]).
Here, we focus on the so-called instantaneous quench

in the SSH model and consider the state

| (t)i = e
�iHf t|⌦ii, (17)

See also Kitaev chain [PC,N. Gupta, S.S.Haque, S. Liu, J. Murugan ’22]
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FIG. 1. Behaviour of the spread complexity of formation
C(t1, t2) (equation (16)) for the ground state of the SSH model
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where Nk stands for the normalization, J (±k) correspond
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tion (J (±k)
� |1/2,�1/2i±k

= 0). Moreover, the relation
between �k and the physical parameters is given by

sin�k =
|R1|

R
, cos�k =

R3

R
, (11)

where we also denoted

R =
q
t
2
1 + t

2
2 � 2t1t2 cos(k). (12)

Without loss of generality, we can just compute the
spread complexity for positive momenta and the full re-
sult will have an additional factor of 2 from the �k sector.

First, for a single momentum k > 0, using the SU(2)
Baker–Campbell–Hausdor↵ formula and with a slight
abuse of notation, we write the relevant part of the state
in a circuit form (1)

|⌦k(s)i = e
�i

s�k
2

⇣
J

(k)
+ +J

(k)
�

⌘ ����
1

2
,�

1

2

�

k

, (13)

where s 2 [0, 1] and our ground state is the “target state”
at s = 1. The operator in the exponent is the circuit
Hamiltonian in (1). Note that in these circuits we took
a natural reference state | 0i as the ground state of the
left and right Hamiltonians (see appendix A and also [42]

for other choices). This way of writing makes transparent
the connection with coherent states and we can directly
apply the tools from [28] (see appendix B) to expand our
state in the Krylov basis as (4). Because j = 1/2, we will
only have two basis vectors and two amplitudes
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The complexity of the ground state is obtained by inte-
grating over all the momenta and multiplying by 2 from
k < 0. This yields
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Observe that we took the continuum limit so this result is
proportional to the volume L but, to keep our equations
compact, we rescaled this factor (our C are complexity
“densities”).
This surprisingly simple formula, shown on Fig. 1, in-

deed shows two very di↵erent behaviours of the spread
complexity for the two distinct phases of the model.
Namely, for the non-topological phase with t1 > t2, com-
plexity linearly depends on the ratio t2/t1 but in the
topological phase, with t2 > t1, it is constant. This is our
main result. We also performed analogous computation
for the 1d Kitaev-chain [41], and found that complexity
becomes constant when crossing from a non-topological
to a topological phase in specific cases [42] (see supple-
mentary material D). Note that unlike entanglement en-
tropy or Nielsen-type complexities that require numerics,
(16) is fully analytical.

COMPLEXITY DURING QUANTUM QUENCH

Another framework where we can probe the spread
complexity is given by the so-called quantum quenches.
A typical quench protocol considers a unitary time evolu-
tion of an initial state |⌦ii of some initial HamiltonianHi,
performed with a di↵erent HamiltonianHf for which |⌦ii

is an excited state. Universal features of the evolution of
entanglement and complexity have been extensively stud-
ied in the literature (see e.g. [43–46] and review of closely
related dynamical quantum phase transitions [47]).
Here, we focus on the so-called instantaneous quench

in the SSH model and consider the state

| (t)i = e
�iHf t|⌦ii, (17)

Depending on t’s the ground state of the model SU(2) CS:

2

time”, can be also taken arbitrary and regarded as the
physical time t (see below).
A useful measure of quantum state complexity can be
defined by a way that some initial state | 0i is spread in
the Hilbert space by a unitary U(s) [25]. Intuitively, a
complex “evolution” will lead to a fast spread over all or-
thogonal states. More precisely, the spread complexity of
| (s)i = U(s) | 0i is estimated by the minimum over all
choices of basis B = {|Bni , n = 0, 1, 2, ...| |B0i = | 0i} of
the following cost function

C(s) = min
B

 
X

n

n|h (s)|Bni|
2

!
. (2)

The fact that makes this definition powerful and com-
putable is that the minimum is attained (see [25] for
proofs) when basis B is the so-called Krylov basis.

The idea behind the Krylov basis for state (1) is
to consider states with all the di↵erent powers of
the circuit Hamiltonian acting on the initial state
| 0i, i.e., {| 0i , H | 0i , H

2
| 0i , ...}, and apply the

Gram–Schmidt orthogonalization procedure, known as
the Lanczos algorithm [29], to this set. In this new basis
|Kni, the circuit Hamiltonian H is generally tri-diagonal
and acts as

H |Kni = an |Kni+ bn |Kn�1i+ bn+1 |Kn+1i , (3)

where coe�cients an and bn are the so-called Lanczos co-
e�cients. The information about them is also contained
in the moments of the return-amplitude (auto-correlator)
S(s) ⌘ h (s)| 0i.

Having constructed the basis that minimizes (2), we
expand our state as

| (s)i =
X

n

 n(s) |Kni , (4)

where, by construction, the complex coe�cients in this
expression satisfy a discrete Schrodinger equation

i@s n(s) = an n(s) + bn n�1(s) + bn+1 n+1(s). (5)

With the knowledge of the Lanczos coe�cients, we can
solve it with initial condition  n(0) = �n,0 (so that we
start from |K0i = | 0i), and determine (4). Note that
unitarity implies that

P
n
(pn(s) ⌘ | n(s)|2) = 1. More-

over, the return amplitude is related to the first coe�-
cient by S(s) =  

⇤
0(s). Last but not the least, the number

of the independent Krylov vectors depends on the Hamil-
tonian as well as the initial state | 0i.
Most importantly, in the Krylov basis, the complexity
(2) becomes

C(s) =
X

n

n| n(s)|
2
, (6)

and for all practical purposes, this will be our work-
ing definition of the spread complexity in the remain-
ing part of this paper. This measure naturally gener-
alizes the Krylov complexity (K-complexity) of opera-
tors [27] to quantum states. Recent studies indicate that
this new notion of complexity can distinguish integrable
and chaotic models [27, 30]. Moreover, the evolution of
the so-called thermofield-double state [31] leads to re-
turn amplitude given by the spectral form factor (see e.g.
[32, 33]) making spread complexity a new probe of quan-
tum chaos. Even though we are only starting to explore
this universal new tool it is clear that its sensitivity to
interesting physics is tantalising [34–37]. In the follow-
ing, we will employ (6) and test wether it does equally
well in integrable systems and in particular, whether it
can detect topological phases.

SPREAD COMPLEXITY IN THE SSH MODEL

Our basic example will be the SSH model of polyacety-
lene [26] (see e.g. [38] for a pedagogical introduction, here
we closely follow the conventions of [39, 40]) given by the
Hamiltonian
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where (cAi, cBi) represent two-flavours of fermion annihi-
lation operators defined at site i on a 1d lattice, t1, t2, µs

are real parameters, and we also assume anti-periodic
boundary conditions (see more in appendix A). We will
take both t1, t2 � 0 and µs = 0. Depending on these
couplings, the model is in one of the two phases: a non-
topological phase for t1 > t2 or a topological phase (topo-
logical insulator) for t2 > t1, separated by a critical point
at t1 = t2.
We will first compute the complexity of the ground

state that, depending on parameters t1 and t2, belongs
to one of the above-mentioned phases of the model. For
that, as well as for later purposes, it will be convenient
to re-write the Hamiltonian in momentum space as (see
[40], and appendix A)
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where the coe�cients are R1 = t1 � t2 cos(k), R3 =
t2 sin(k) and, for each momentum mode, we denoted the
SU(2) algebra generators

[J (k)
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(k)
± ] = ±J

(k)
± , [J (k)

+ , J
(k)
� ] = 2J (k)

0 . (9)

Then, the ground state can be written in terms of the

SSH model (polyacetylene)

represents non-topological phase (t1>t2) or 
topological insulator (t1<t2). 
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time”, can be also taken arbitrary and regarded as the
physical time t (see below).
A useful measure of quantum state complexity can be
defined by a way that some initial state | 0i is spread in
the Hilbert space by a unitary U(s) [25]. Intuitively, a
complex “evolution” will lead to a fast spread over all or-
thogonal states. More precisely, the spread complexity of
| (s)i = U(s) | 0i is estimated by the minimum over all
choices of basis B = {|Bni , n = 0, 1, 2, ...| |B0i = | 0i} of
the following cost function
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The fact that makes this definition powerful and com-
putable is that the minimum is attained (see [25] for
proofs) when basis B is the so-called Krylov basis.

The idea behind the Krylov basis for state (1) is
to consider states with all the di↵erent powers of
the circuit Hamiltonian acting on the initial state
| 0i, i.e., {| 0i , H | 0i , H

2
| 0i , ...}, and apply the

Gram–Schmidt orthogonalization procedure, known as
the Lanczos algorithm [29], to this set. In this new basis
|Kni, the circuit Hamiltonian H is generally tri-diagonal
and acts as

H |Kni = an |Kni+ bn |Kn�1i+ bn+1 |Kn+1i , (3)

where coe�cients an and bn are the so-called Lanczos co-
e�cients. The information about them is also contained
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Having constructed the basis that minimizes (2), we
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start from |K0i = | 0i), and determine (4). Note that
unitarity implies that
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over, the return amplitude is related to the first coe�-
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and for all practical purposes, this will be our work-
ing definition of the spread complexity in the remain-
ing part of this paper. This measure naturally gener-
alizes the Krylov complexity (K-complexity) of opera-
tors [27] to quantum states. Recent studies indicate that
this new notion of complexity can distinguish integrable
and chaotic models [27, 30]. Moreover, the evolution of
the so-called thermofield-double state [31] leads to re-
turn amplitude given by the spectral form factor (see e.g.
[32, 33]) making spread complexity a new probe of quan-
tum chaos. Even though we are only starting to explore
this universal new tool it is clear that its sensitivity to
interesting physics is tantalising [34–37]. In the follow-
ing, we will employ (6) and test wether it does equally
well in integrable systems and in particular, whether it
can detect topological phases.
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FIG. 1. Behaviour of the spread complexity of formation
C(t1, t2) (equation (16)) for the ground state of the SSH model
|⌦i.

SU(2) coherent states as (see appendix A)
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where Nk stands for the normalization, J (±k) correspond
to two decoupled SU(2) algebras for positive and nega-
tive momenta and |1/2,�1/2i denotes a tensor product
over the lowest-weight states of the j = 1/2 representa-

tion (J (±k)
� |1/2,�1/2i±k

= 0). Moreover, the relation
between �k and the physical parameters is given by

sin�k =
|R1|

R
, cos�k =

R3

R
, (11)

where we also denoted

R =
q
t
2
1 + t

2
2 � 2t1t2 cos(k). (12)

Without loss of generality, we can just compute the
spread complexity for positive momenta and the full re-
sult will have an additional factor of 2 from the �k sector.

First, for a single momentum k > 0, using the SU(2)
Baker–Campbell–Hausdor↵ formula and with a slight
abuse of notation, we write the relevant part of the state
in a circuit form (1)

|⌦k(s)i = e
�i
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2

⇣
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(k)
+ +J

(k)
�

⌘ ����
1

2
,�
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2
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k

, (13)

where s 2 [0, 1] and our ground state is the “target state”
at s = 1. The operator in the exponent is the circuit
Hamiltonian in (1). Note that in these circuits we took
a natural reference state | 0i as the ground state of the
left and right Hamiltonians (see appendix A and also [42]

for other choices). This way of writing makes transparent
the connection with coherent states and we can directly
apply the tools from [28] (see appendix B) to expand our
state in the Krylov basis as (4). Because j = 1/2, we will
only have two basis vectors and two amplitudes

 0(s) = cos

✓
s�k

2

◆
,  1(s) = �i sin

✓
s�k

2

◆
, (14)

that satisfy (5) with appropriate Lanczos coe�cients. As
a result, we get the contribution to our complexity from
a single momentum mode

Ck(s = 1) = sin2
�k

2
=

1

2
�

t2 sin(k)

2
p
t
2
1 + t

2
2 � 2t1t2 cos(k)

.

(15)
The complexity of the ground state is obtained by inte-
grating over all the momenta and multiplying by 2 from
k < 0. This yields

C(t1, t2) = 2

Z
⇡

0

dk

2⇡
Ck =

1

2
�

t1 + t2 � |t1 � t2|

2⇡t1
. (16)

Observe that we took the continuum limit so this result is
proportional to the volume L but, to keep our equations
compact, we rescaled this factor (our C are complexity
“densities”).
This surprisingly simple formula, shown on Fig. 1, in-

deed shows two very di↵erent behaviours of the spread
complexity for the two distinct phases of the model.
Namely, for the non-topological phase with t1 > t2, com-
plexity linearly depends on the ratio t2/t1 but in the
topological phase, with t2 > t1, it is constant. This is our
main result. We also performed analogous computation
for the 1d Kitaev-chain [41], and found that complexity
becomes constant when crossing from a non-topological
to a topological phase in specific cases [42] (see supple-
mentary material D). Note that unlike entanglement en-
tropy or Nielsen-type complexities that require numerics,
(16) is fully analytical.

COMPLEXITY DURING QUANTUM QUENCH

Another framework where we can probe the spread
complexity is given by the so-called quantum quenches.
A typical quench protocol considers a unitary time evolu-
tion of an initial state |⌦ii of some initial HamiltonianHi,
performed with a di↵erent HamiltonianHf for which |⌦ii

is an excited state. Universal features of the evolution of
entanglement and complexity have been extensively stud-
ied in the literature (see e.g. [43–46] and review of closely
related dynamical quantum phase transitions [47]).
Here, we focus on the so-called instantaneous quench

in the SSH model and consider the state

| (t)i = e
�iHf t|⌦ii, (17)
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FIG. 1. Behaviour of the spread complexity of formation
C(t1, t2) (equation (16)) for the ground state of the SSH model
|⌦i.
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